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Abstract

This paper analyses the effects of currency devaluations on output in Chile, Colombia and Mexico

using an estimated DSGE model. The model assesses the relative importance of two main transmis-

sion channels: the expenditure-switching and the balance sheet effects. Maximum likelihood estimates

of the model for these economies indicate that on average during the last two decades explicit devalu-

ationary policy shocks have been expansionary in terms of output. In other words, the expenditure-

switching effect has dominated the contractionary balance sheet channel. Results also show that the

balance sheets effect has been weaker during the last two decades in Mexico than in Colombia or

Chile. Finally, the paper shows that the popular view that devaluations are contractionary fails to take

into account the specific source of the shock that triggers an equilibrium response of the exchange rate.

Specifically, it is shown that adverse external shocks, such as sudden-stops, rather than the exogenous

devaluationary policy shocks account for the output collapses observed in the region
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1. INTRODUCTION

Latin America has a long history of sudden and large currency devaluations. These episodes have
frequently been associated with severe output contractions. For this reason, many economists have ar-
gued that devaluations are contractionary, in clear contrast with standard macroeconomic theory which
predicts that devaluations should be expansionary. Such expansionary outcomes should mainly be the
result of the expenditure-switching effect. However, the unfolding of financial crises during the last dec-
ade have put into question the importance of this channel. In fact, following the Asian crises, Krugman
(1999) argued that contractionary effects could occur due to the impact of devaluations on firms’ balance
sheets. According to this mechanism, if firms’ revenues are denominated in local currency (pesos) while
their debts are denominated in foreign currency (dollars), then unexpected devaluations may deteriorate
firms’ balance sheets. This in turn weakens their capacity to borrow and invest, inducing output to fall.

From an empirical point of view, the relevance of these transmission mechanisms are yet not well un-
derstood. Using cross-country analysis, Gupta et al (2003) and Tovar (2004) have shown that nearly
half of the large devaluationary episodes in developing countries between 1970 and 2000 where ex-
pansionary, while the remaining half were contractionary. However, these studies fail to isolate the
specific mechanism that explains when a devaluation is expansionary and when contractionary. Em-
ploying a non-parametric reduced-form econometric technique, Magendzo (2002), concludes that the
link between devaluations and output vanishes once selection bias is controlled for. Possibly, he ar-
gues, because different transmission channels cancel out.1 The limitations of such studies to identify
and isolate the different transmission channels involved in devaluationary episodes justifies the use of a
dynamic stochastic general equilibrium model (DSGE) to study how currency devaluations affect output
dynamics.

This paper estimates a DSGE model to assess the impact of currency devaluations on output in three
Latin American economies, Chile, Colombia and Mexico. Its objective is to disentangle the importance
of the various transmission channels through which devaluations affect output. For this purpose, the
microfounded model developed by Tovar (2005) is estimated using maximum likelihood econometric
methods. Such model is chosen because it embeds both the expansionary effects associated with the
expenditure-switching mechanism as well as the contractionary effects arising from the balance sheet
effect. The model also allows to identify the effects of an explicit and exogenous devaluationary policy
shock. In this manner, it allows on the one hand to isolate the effects of devaluations arising from any
other shocks that may hit the economy and, on the other, to assess whether sharp output contractions
are more likely to be the result of adverse external shocks, such as sudden stops, rather than the out-
come of currency devaluations. This last point is relevant as it reflects an important feature of the paper.
More precisely, the framework distinguishes equilibrium exchange rate movements arising from different
shocks that hit the economy from explicit devaluationary policy shocks, which are conceptualized in this
paper as an explicit policy decision.

The main results of the paper are the following. First, parameter estimates and impulse response ana-
lyses indicate that during the last two decades explicit and exogenous devaluationary policy shocks,
ceteris paribus, have been on average expansionary in terms of output. This implies that the contrac-
tionary balance sheet transmission mechanism has been dominated by the expenditure-switching effect.
Across countries it is found that on average the balance sheet effect has been weaker in Mexico than
in Chile or Colombia. Second, variance decomposition analysis show that devaluationary policy shocks
account up to 29% of the one-quarter-ahead forecast error variance of output in Colombia and up to

1 See Tovar (2004) and Agenor and Montiel (1999) for a detailed review of the empirical literature.
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19% in the case of Chile. In the case of Mexico devaluationary policy shocks have significant less im-
portance possible reflecting the longer history of a floating exchange rate regimes. In all three countries
the effects of devaluationary policy shocks on output are found to be transitory. In addition, devaluation-
ary policy shocks are found to account for about 67% of the one-quarter-ahead forecast error variance
of the nominal exchange rate in Colombia, while in Chile such shocks account for a non-negligible 25%
and in Mexico 12%. This estimates also suggest to some extent a "fear of floating" behavior in these
economies. Third, the analysis of the model highlights the importance of distinguishing among the ef-
fects of different shocks when assessing the effects of devaluations on output. In fact, impulse response
analyses show that negative correlations between the nominal exchange rate and output occur when
different shocks hit the economy but not when the monetary authority decides to devalue the currency.
In fact, it is shown that a negative correlation between exchange rate and output does occur as a result
of an adverse external shock, such as a sudden stop. This negative correlation between exchange rate
fluctuations and output following an adverse shock possibly explains why it is commonly argued that
devaluations are contractionary. The problem with such statement is that it fails to distinguish among
fluctuations of exchange rate associated to different shocks and those resulting from an explicit policy
decision. Overall, failure to make this distinction may explain why the empirical literature has been
unable to provided conclusive answers on the devaluation-output relationship.

The paper makes several methodological contributions. First, it applies a DSGE model in Latin America
to the study the impact of devaluations on output and to explicitly evaluate the relevance of the different
transmission channels involved. 2 Second, the methods employed in the paper provide estimates on
relevant parameter values that can be used for further research in the region, such as the calibration of
DSGE models. Third, it illustrates the usefulness of these models for policy purposes. In particular, as a
tool to disentangle the effects of different shocks that hit an economy, or to identify the effects of different
transmission channels.

The task of constructing and estimating a DSGE model is challenging by its own right. However, it is
possibly more so for a Latin American economy. There are at least three reasons for this. First, most
of these economies have experienced deep structural transformations during the last two decades, in-
cluding major shifts in their degree of trade and financial openness, in their monetary policy frameworks,
and in their exchange rate regimes. Such changes are not easily captured within a theoretical frame-
work and, therefore, not easy to control for when taking the model to the data. Furthermore, partly as a
result of such structural changes some key variables have experienced a trending behavior, which are
not easily explained within a theoretical framework.3 Second, these economies have been exposed to
severe external shocks which have triggered sharp business cycles. This creates at least two kinds of
problems. On the one hand, the effects of large but low probability events can be difficult to capture in
a model or in the empirical estimation. On the other hand, standard tools to solve such models (eg log-
linearization) may understate the importance and impact of certain shocks. Finally, quarterly time series
data for the economies in the region have a relatively short span, thus limiting the possibility of applying
certain tests for parameter stability that could capture changes in the relevance of different transmission
channels. A suitable model that is to be taken to the data to fit a Latin American economy must take
all these features into account (and probably more). However, for the purpose of this paper the chal-
lenge of using a DSGE framework does not end here. The paper also attempts to make a cross-country
comparison of the model. This requires the model to be as flexible as possible to fit simultaneously the

2 DSGE models are only starting to be employed for the analysis of economic problems in the region. For instance, Hamman et
al (2005) quantify the cost of disinflation in Colombia. The model is calibrated and validated using spectral analysis. Medina
and Soto (2005a) calibrate a DSGE model to analyse and simulate the Chilean economy, while Medina and Soto (2005b)
estimate a model to analyze the impact of oil shocks in the chilean economy.

3 An example of this is that all the economies in the region have seen large and persistent declines in inflation since the 1990s.
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different characteristics and dynamics of the three economies studied.

For all these reasons, and in addition to examining the output dynamics of devaluations on output, the
paper should be seen as an exploratory exercise that fulfills two main purposes. First, it should be
a step forward into showing the usefulness of such models for policy analysis in the region. Second,
it highlights the difficulties associated with the modelling of monetary and exchange rate policies in a
changing economic environment, such as that seen in Latin America.

The rest of the paper is organized as follows. Section 2. provides an overview of monetary an ex-
change rate policies in Chile, Colombia and Mexico during the last two decades. Section 3. presents
the DSGE model. Section 4. presents the econometric framework to estimate the model and describes
the data employed. Section 5. presents the parameter estimates and evaluates the model using impulse
response functions and variance decompositions. The robustness of the model’s implications are eval-
uated by analyzing impulse responses of the economies to adverse external shocks. Section 6. checks
the robustness of the results by considering the possibility of model misspecification. In particular, the
model is estimated once measurement errors are added. Finally, Section 7. concludes.

2. MODELLING LATIN AMERICAN ECONOMIES

Studying the effects of devaluations on output in Latin America using a DSGE model requires a careful
consideration of the features of these economies. First, the output dynamics following a devaluation
is determined by the monetary and exchange rate regimes currently in place. However, in the region,
both the monetary and exchange rate arrangements have been evolving during the last two decades. In
fact, as is well known, each economy went through a stabilisation process which brought inflation down
from very high inflation levels in the early 1990s to single digit ones nowadays. Such stabilisation was
achieved by relying on different monetary and exchange rate regimes not only within countries but also
across countries over time.4 As a result, a model that is to be taken to the data to fit the dynamics of
these economies must be flexible enough to capture both the shifts in monetary operating procedures
while simultaneously allowing for different exchange rate regimes.

Second, it is necessary to decide which are the most important transmission channels involved during
devaluationary episodes. More precisely, both expansionary and contractionary channels need to be
included into the model. One transmission mechanism is the expenditure-switching effect, which is con-
sidered in the theoretical literature to be one of the main expansionary channels through which currency
devaluations operate. According to it a devaluation lowers the relative price of domestically produced
goods vis-a-vis foreign produced ones. The resulting shift in domestic demand towards domestically
produced goods induces output to expand. Regarding the contractionary channel, the focus will be on
the one highlighted by the recent theoretical and empirical literature: the balance sheet effect. According
to it, when firms’ revenues are denominated in domestic currency while its liabilities are denominated
in foreign currency, then unexpected devaluations worsens their balance sheets, and therefore their ca-
pacity to borrow an invest, thus forcing output to fall. The emphasis on the balance sheet effect, which
highlights the role of wealth effects, contrasts with the older literature (written during the 1970s and
1980s) which stresses the role of income effects (see Agénor and Montiel (1999) and Krugman and

4 From an institutional perspective grating independence to central banks for the conduct of monetary policy was also essential.
The Banco Central the Chile was granted autonomy in 1990. Its new new charter defines the central bank´s objective as
that "to ensure the stability of the currency system and the due payment of both domestic and foreign debts". Colombia´s
central bank was granted independence by the new Constitution in 1991. The Constitution and the law entrusted the central
bank to "defend the purchasing power" of the domestic currency and to preserve the stability of the financial system. Banco
de Mexico became independent after the 1993 constitutional reform. The reformed reinforced as the main objective of the
central bank the preservation of the purchasing power of the currency.
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Taylor (1979)). Of course, other transmission channels could also be introduced into the analysis (eg an
export competitiveness channel) however, for the sake of simplicity I only focus on the two mechanisms
mentioned earlier.

Finally, an important consideration is whether Latin American economies can be modelled as small open
economies. This is not a mute point given that in the past Latin America was characterised by closed
current and capital accounts. Given the time span over which the model will be estimated, 1989-2005,
the answer is that such economies should be modelled as open. In fact, it was precisely during this
period that structural reforms led to the opening of trade and capital accounts in the region. 5

The evolving nature of monetary and exchange rate arrangements in Chile, Colombia and Mexico during
the last two decades deserves a careful discussion, in particular, given the impact that such arrange-
ments have on the transmission of devaluations to output. In what follows, I briefly discuss some of the
key changes implemented by these countries since the early 1990s.

2.1 Monetary and Exchange Regimes

2.1.1 Chile

The Central Bank of Chile adopted an inflation target in 1990. This policy objective complemented
an exchange rate target that operated from 1984 through 1999 (Schmidt-Hebbel and Werner (2002)).6

During the 1990s the Central Bank relied on the use of a crawling exchange rate band system. The
band and width of the crawling-peg was periodically adjusted to reflect any difference between domestic
and foreign inflation, and intra-band interventions by the central bank were frequent during this period.
However, managing the Chilean peso became a very difficult task during the 1990s due to the conflict
created by the objectives of reducing inflation through an inflation target while maintaining the exchange
rate band. This became evident in 1998, when speculative attacks lead to sharp currency depreciations
that put under risk the inflation objective. The tight defense of the peso, reflected by an aggressive
restriction of liquidity, and the widening of the band avoided an "earth-quake" depreciation.

The conflicts arising from having two objectives led in 1999-2000 to the adoption of a full-fledged inflation
targeting (IT) regime. The exchange rate band system was also replaced by a floating regime. Of course,
this implied abandoning de facto any sort of exchange rate targeting. Since then the central bank has
avoided any interventions in the foreign exchange market. In fact, the central bank has only intervened
twice in the foreign exchange market, in 2001 and 2002 (De Gregorio and Tokman, 2005). This has
led some analysts to argue that after September 1999 Chile has been immune to the "fear of floating"
syndrome.

2.1.2 Colombia

Starting in 1967 Colombia employed a crawling-peg system to manage its exchange rate. In 1991 the
system began to operate as an implicit exchange rate band, which became explicit in 1994.7 During
the exchange rate band system the central bank actively intervened in the exchange market. In fact,
the limits of the band were tested several times, in particular between 1998 and 1999. The financial

5 It is worth pointing out that both Chile and Colombia relied on the use of controls on capital inflows during the 1990s. This
inflows were oriented to reduce short-term speculative capital flows. See De Gregorio et al (2000) and Ocampo and Tovar
(2003).

6 The Central Bank of Chile also sought to achieve a sustainable current account. Until 1995 it set a range of 2 to 4% of GDP.
Then until 1998 it set a range of 4 to 5%. The goal was assymetrical generating more concern when the CA deficit threatened
to exceed the ceiling (Morande, 2003).

7 See Villar and Rincón (2001) for a detailed account of exchange rate policies in the 1990s.
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stress at that time together with the eroded credibility of the band system finally led to the adoption
of a floating exchange rate regime in November 1999. Despite the adoption of this flexible exchange
arrangement, Colombia has been an example of the "fear of floating" syndrome. Indeed, the central bank
has continued to actively intervene in the foreign exchange market. This has been done for three main
reasons. First, to avoid excessive movements of the nominal exchange rate in a manner consistent with
achieving the inflation target. Second, to strengthen the international liquidity position of the country
by accumulating foreign reserves. And finally, to moderate excessive and abrupt movements of the
exchange rate from its recent trend (See Uribe and Toro (2005)).

In turn, monetary policy was conducted in the early 1990s by setting an inflation target. To meet its target
the central bank relied on the use of intermediate monetary targets. In the second half of the 1990s the
central bank slowly altered its operational framework of both its exchange and monetary instruments.
The shift in the operational framework was evident during the late 1990s, in particular in 1999, when
the central bank started to signal its monetary policy stance through the use of the level and structure
of its reference interest rates.8 Notwithstanding, during this period monetary policy was fully tied to the
defense of the exchange rate band, which led to pronounced interest rate hikes in 1998 and 1999. The
move to a floating exchange regime thus created the conditions necessary to adopt an IT regime in
October 2000 which still remains in place today.

2.1.3 Mexico

Mexico adopted a moving band exchange rate system in 1991, which remained in place until early 1994.
At that time, a number of shocks pushed the exchange rate to the ceiling of the band and during the
rest of that year the exchange rate operated effectively as a pegged exchange rate. The now well-
known events that took place in December 1994 (ie Tequila crises) forced the authorities to abandon
this system.9 As a result, in 1995 a floating exchange rate regime was adopted. This meant that the
exchange rate would no longer act as a nominal anchor for the economy.

The large devaluation of 1994-1995 and the increasing inflationary pressures undermined the central
bank’s credibility. Strong criticisms about the lack of transparency in the conduct of monetary policy
led the Mexican authorities to adopt a visible anchor: a monetary growth target. Furthermore, concerns
about the risks of using interest rates as an instrument of monetary policy motivated the use of borrowed
reserves (corto) as its main monetary policy instrument. This meant that the exchange rate and interest
rate were determined completely by the market (See Schmidt-Hebbel and Werner (2002) and Martinez
at al (2001)). Relying on this instrument the central bank was able to send signals to the market, without
determining specific levels for interest rates or exchange rates.10

In 1998 the monetary policy framework started a gradual shift towards a full-fledged IT regime. As
a result, the monetary base became less relevant while the inflation target gained importance in the
conduct of policy. Inflation targeting was officially implemented in 1999. However, the Bank of Mexico

8 It is worth mentioning that in 1997 an interbank interest band was introduced to provide some stability for interest rates.
9 See Sachs et al (1996) for a detailed account of the events that led to the collapse of the Mexican peso in 1994.
10 Under this framework, the central bank intervenes every day in the money market through auctions, credits, deposits, or

transactions with government paper, either directly or through repos. The central bank then sets the amount to auction such
that the aggregate level of borrowed reserves in the banking system starts the followoing day at the level predetermined.
The signal regarding its monetary policy intention is then determined by the target level of borrowed reserves for the start
of the follwoing day. A zero borrowed reserve target would mean that the central bank will satisfy at market interest rates
the money demand. A negative target would leave the money market short and would indicate that the bank is not willing to
provide liquidity to the banking system at market interest rates, forcing banks to obtain required reserves through overdrafts
on their current accounts. This would force an increase in the interest rate and would signal a restrictive monetary policy.
See Martinez et al (2001).
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has not abandoned its quantitative instrument of monetary policy (corto). Only recently, in August 2005,
did the central bank start relying on a policy rate target (the 1 day overnight rate cete or tasa de fondeo)
as its main monetary policy instrument.

Foreign exchange policy in Mexico has evolved by moving from discretionary interventions in the foreign
exchange market in 1995 to a current policy of automatic mechanisms aimed at managing international
reserves while minimizing the impact on the foreign exchange market. Mexico did intervene between
1995 and 1998 in a sporadic manner reflecting concerns of the emergence of speculative bubbles in
the foreign exchange market. Such interventions were often complemented with a restrictive monetary
policy stance (See Sidaoui (2005)). In addition, between 1996 and 2001 the financial authorities pursued
a policy of replenishing the stock of international reserves. This meant that up until the adoption of the
inflation targeting regime the exchange rate played a focal role in determining the price level.

2.1.4 Implications

The experience of Chile, Colombia and Mexico illustrate the significant swings in monetary polices and
exchange rate regimes. In fact, since 1989 these countries have employed the full range of exchange
rate regimes, that is, from virtual pegs to fully flexible regimes, moving through crawling pegs, exchange
rate bands and dirty floating regimes. Furthermore, monetary policy has relied on different intermediate
operating targets (eg interest rates, exchange rates and monetary targets) to achieve different goals,
such as maintaining the purchasing power of the currency or price stability.

For modelling purposes, two lessons are worth considering. First, there is no unique manner to model
monetary policy across countries and neither within countries over time. As a result, an ideal model
should be able to accommodate for both the monetary and exchange rate regimes shifts over time.
Second, the exchange rate has been a central objective of monetary authorities in all three countries
at some point in time, although certainly less in recent years, and less so in Mexico and Chile than in
Colombia. However, all three countries did experienced at some point certain degree of "fear of floating".
In other words, during some episodes central banks intervened in the foreign exchange market despite
the announcement that they would allow the currency to float freely. Overall, these considerations are
taken into account when modelling monetary policy.

3. THE DSGE MODEL

The model employed is the one developed by Tovar (2005), which expands upon the one used by Cés-
pedes, Chang, and Velasco (2004 and 2003). The model introduces several extensions aimed at making
the model more realistic to fit the data. The model consists of four type of agents: firms, households,
entrepreneurs, and a monetary authority. A continuum of monopolistically competitive firms rent capital
from entrepreneurs and labor from households, and produce in each period a distinct perishable good.
Each household has monopoly power over its own type of labor and faces a demand for its labor from
firms. As a result of the monopolistic competition assumption, both firms and households operate set-
ting prices and wages, respectively. This introduces the possibility of nominal rigidities, which take the
form of price and wage adjustment costs.11 Entrepreneurs, which introduce the balance sheet effect,
rent capital to firms and borrow from abroad to finance new capital. The economy as a whole faces
no trade barriers and capital flows are allowed. However, imperfections in international capital markets

11 In contrast with Cespedes, Chang, and Velasco (2004 and 2003) these rigidities are endogenously determined.
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associated with informational asymmetries give rise to a risk premium that must be paid in addition to
the international risk free interest rate to borrow money from abroad.

The economy is subject to eight different shocks. Firms face technology and cost-push or mark-up
shocks. Households face a preference shock that enters the Euler equation linking consumption with
the real interest rate. International disturbances arise from shocks on export demand or from the inter-
national risk free interest rate. Finally, the interest rate rule is subject to three type of shocks: on the
inflation, the output, and the nominal exchange rate targets. This last shock is key in the analysis as it is
meant to capture a devaluation of the nominal exchange rate.

3.1 Domestic Production: The Firms’ Problem

The production of each variety of domestic goods is carried out by a continuum of monopolistically
competitive firms indexed by j ∈ [0, 1]. Each firm rents capital, Kjt, at a rental rate Rt, and hires labor
services, Lit, from a continuum of heterogeneous workers indexed by i ∈ [0, 1], at a nominal wage rate
Wit to produce home goods. Each firm chooses the price of the good it produces and its labor and
capital demands, given the demand function for its own goods, aggregate demand and the aggregate
price level.

It is assumed that it is costly for firms to reset prices due to the presence of quadratic adjustment costs
as captured by equation (5) below.12 The specification adopted shows the percentage cost in terms of
output of changing the price level. The cost size is a function of the parameter, ψp, and increases with
the size of the price change and overall level of economic activity.13 Intuitively, firms pay an adjustment
cost if the increase in the price exceeds the steady-state gross inflation rate of domestic goods, f̄p. For
simplicity, these adjustment costs are set to zero at steady state. The problem faced by each firm is
summarized by:14

Max
Ljt,Kjt

Eo

∞X
t=0

∆t

µ
PjtYjt −

Z 1

0

WijtLijtdi−RtKjt − PtAC
P
t

¶
(1)

s.t.
Yjt = AtK

α
jtL

1−α
jt , 0 < α < 1 (2)

Ljt =

∙Z 1

0

L
σ−1
σ

ijt di

¸ σ
σ−1

, σ > 1 (3)

Pjt =

∙
Yjt
Yt

¸− 1
θt

Pt, θt > 1 (4)

ACP
t =

ψp
2

∙
Pjt
Pjt−1

− f̄p
¸2

Yt (5)

where ∆t is the firm’s stochastic discount factor. The production function captured by equation (2) is
Cobb-Douglas with a multiplicative technology shock captured by the parameter At, which is assumed
to be common to all firms in the country and subject to shocks. As in the real business cycle literature,

12 An alternative approach to model price rigidities is Calvo’s (1983) staggered price setting. Rotemberg (1982) shows that
a model with quadratic adjustment costs is equivalent, as far as aggregates are concerned, to a model such as Calvo’s
(1983). Empirical papers such as Kim (2000), Bergin (2004 and 2003) and Ireland (2004 a,b and 2001) all use this quadratic
adjustment approach.

13 Why are prices and not quantities the ones that incur in adjustment costs? The explanation is one of information costs. Price
changes must be made known to consumers, but this need not be the case for quantities changes (see Kim, 2000).

14 The present formulation implies a dynamic profit maximization problem associated to the presence of price stickiness rather
than the static profit maximization problem in Cespedes, chang and Velasco (2004 and 2003).
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At follows a first-order autoregressive process:

lnAt − lnA = ζA
¡
lnAt−1 − lnA

¢
+ εAt (6)

where 0 < ζA < 1 and εAt ∼ N
¡
0, σ2A

¢
is serially uncorrelated. At is observed at the beginning of period

t.

The labor input captured by equation (3) is a C.E.S. aggregate of heterogenous labor services. Hence,
σ is the elasticity of demand for worker i’s services. In addition, firms face a demand for their products
from domestic consumers, entrepreneurs and foreign consumers captured by (4). Pt stands for the
aggregate price index for domestically produced goods. The index is defined in the next subsection.

There is a random shock to the elasticity of substitution between different varieties of goods, θt. Known
also as a mark-up or cost-push shock, it follows a first-order autoregressive process:

ln θt − ln θ = ζθ
¡
ln θt−1 − ln θ

¢
+ εθt (7)

where 0 < ζθ < 1 and εθt ∼ N
¡
0, σ2θ

¢
is serially uncorrelated. Its relevance is that it provides an

additional source of output and inflation fluctuations different from that of a technology shock alone.
Following Galí (2003) it can be rationalized as the consequence of a firm’s periodic attempts to correct
the misalignment between actual and desired mark-ups.15

Observing that Pjt is a function of output, which in turn is a function of capital and labor and defining for
convenience rt ≡ Rt

Qt
and wt ≡ Wt

Qt
, where Qt is the economy’s overall price index (defined in the next

subsection), yields the first-order conditions with respect to capital and labor, respectively:

rt = α

"
1− 1

eYjt

#
YjtPjt
KjtQt

(8)

wt = (1− α)

"
1− 1

eYjt

#
YjtPjt
LjtQt

(9)

where the minimum cost of a unit of aggregate labor Ljt and aggregate labor cost are given respectively

by Wjt =
hR 1
0
W 1−σ

ijt di
i 1
1−σ , WjtLjt =

R 1
0
WijtLijtdi, and eYjt is the output demand elasticity augmented

with adjustment costs. Formally,

eYjt ≡ θt

⎡⎢⎣ 1− ψp

³
Pjt
Pjt−1

− f̄p
´

Pt
Pjt−1

Yt
Yjt

+ψpEt

h
∆t+1
∆t

³
Pjt+1
Pjt
− f̄p

´
Pjt+1
P 2
jt

Pt+1
Yjt

Yt

i
⎤⎥⎦
−1

(10)

Both equations (8) and (9) are the standard conditions equating the marginal cost of capital and labor
to its marginal revenue after considering the mark-up wedge between them, i.e. eYjt

eYjt−1
.16 They imply an

15 Clarida, Galí and Gertler (1999) refer to cost-push shocks as anything other than variations in excess demand that might
affect expected marginal costs. Ireland (2004b) introduces an additional shock that affects the Phillips curve specification,
which is originated as an exogenous disturbance to the firm’s desired mark-up of price over marginal cost. This is the
interpretation followed here. He has found these shocks to be more relevant than technology ones in explaining output,
inflation and interest rates.

16 In the absence of adjustment costs, the elasticity of output demand equals the elasticity of substitution between different vari-
eties of domestic output. In such a case, a firm’s problem FOCs yield the standard condition that in a symmetric monopolistic
competition model, equilibrium prices are set so that there is a mark-up over marginal costs.
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optimal trade-off between capital and labor inputs that depend on the relative cost of each:

wtLjt =

µ
1− α

α

¶
rtKjt (11)

3.2 Households’ Problem

There is a continuum of heterogenous households indexed by i ∈ [0, 1], who supply labor in a mono-
polistically competitive manner. Preferences are additively separable over consumption, Cit and labor
supply, Lit, in each period and subject to a shock, at. Future utility is discounted at a rate of time pref-
erence β. Households derive income by selling labor at a nominal wage rate, Wit and hold two types
of assets: non-contingent domestic bonds Bit, and non-contingent tradable foreign bonds, B∗it. These
bonds are denominated in home and foreign currency and yield a nominal return it and i∗t , respectively.

Each household chooses the wage at which to sell its differentiated labor. They take as given the labor
demand function for its labor type, as captured by equation (16), as well as the aggregate variables.
Therefore, households care about their wage relative to the aggregate wage index. In addition, they
face an adjustment cost of changing wages captured by equation (17), which depends on the parameter
ψw.17 As specified, the cost is increasing in deviations of actual wage inflation from its steady state and
in the overall wage level of the economy, and introduces the possibility of wage rigidities.

The optimization problem faced by each household is expressed as follows:18

Max
Cit,Lit,Bit,B∗it

Eo

∞X
t=0

βtat

µ
lnCit −

µ
σ − 1
σ

¶
1

ν
Lνit

¶
(12)

s.t.
Cit = κ

¡
CH
it

¢γ ¡
CF
it

¢1−γ (13)

PtC
H
it + StC

F
it = QtCit (14)

Bit −Bit−1 + St
¡
B∗it −B∗it−1

¢
= it−1Bit−1 + Sti

∗
t−1B

∗
t−1 +WitLit −ACw

t −QtCit (15)

Wit =

µ
Lit
Lt

¶− 1
σ

Wt (16)

ACw
t =

ψw
2

∙
Wit

Wit−1
− Ω̄π̄

¸2
Wt (17)

where β ∈ (0, 1) is the inter-temporal discount factor, Ω̄ and π̄ are the steady-state real wage inflation and

consumer’s price inflation respectively and κ =
h
γγ (1− γ)1−γ

i−1
is an irrelevant constant. γ ∈ [0, 1]

is the share of home produced goods in total consumption and can be interpreted as the degree of
openness of the economy. This parameter is relevant for our analysis as it determines the strength
of the expenditure switching effect.19 The elasticity of labor supply is captured by ν > 1, and σ−1

σ

17 The quadratic specification follows Kim (2000). It captures imperfections in the labor market as it contains elements of search
process. Similar specifications are found in Ireland (2001) and Bergin (2004 and 2003).

18 The standard utility function used in the literature is adopted (see Obstfeld and Rogoff, 2000). Money does not appear in the
utility function or the budget constraint and monetary policy is specified in terms of an interest rate rule. Following Galí and
Monacelli (2002), it is possible to think of money as playing only the role of a unit of account.

19 Under a more general specification the expenditure-switching effect would also depend upon additional parameters. For
instance, under a CES composite index for aggregate consumption its stregth would be determined not only by the degree
of openess of the economy but also with the elasticity of substitution between foreign and domestic goods. See for instance
Sutherland (2006).

10



determines the marginal disutility of labor.20 The preference shock at follows an autoregressive process:

ln at = ζa ln at−1 + εat (18)

where 0 < ζa < 1 and εat ∼ N
¡
0, σ2a

¢
is serially uncorrelated.

Domestically produced goods, CH
it , are aggregated through a C.E.S. function. This and its associated

price index are given by:

CH
it =

∙R 1
0
C

θt−1
θt

jt dj

¸ θt
θt−1

; Pt =
hR 1
0
p1−θtjt dj

i 1
1−θt (19)

where θt is the elasticity of substitution between different domestic goods.

Imported goods, CF
it , have a fixed price in terms of foreign currency and the law of one price is assumed

to hold.21 As a result, the price of imports in domestic currency is equal to the nominal exchange rate
St.

The first-order conditions for the household’s intra-temporal problem are:22

µ
1− γ

γ

¶
CH
t

CF
t

=
St
Pt
≡ et (20)

That is, this condition equates the demand for home versus foreign goods to the real exchange rate. The
minimum cost of one unit of aggregate demand is then:

Qt = P γ
t S

1−γ
t (21)

Define real wages as wit =
Wit

Qt
, real wage inflation as Ωit ≡ wit

wit−1
, overall inflation (CPI) as πit ≡ Qt

Qt−1
,

nominal devaluation as fst ≡ St
St−1

, and express the nominal wage growth as Wit

Wit−1
= Ωitπit. This

allows us to write the optimal inter-temporal conditions in a more convenient manner. The households’
problem yields the standard inter-temporal Euler equations for consumption smoothing and an optimal
wage-setting equation:

1

Cit
= β (1 + it)Et

µ
at+1
at

1

πt+1Cit+1

¶
(22)

1

Cit
= β (1 + i∗t )Et

µ
at+1
at

fst+1
πt+1Cit+1

¶
(23)

−
µ
1− σ

σ

¶
Lν−1it =

wit

Cit

µ
1− 1

eLit

¶
(24)

where eLit is the labor demand elasticity augmented with adjustment costs:

eLit ≡ σ

⎡⎢⎣ 1− ψw
Lit

wt
wit−1

πt
¡
Ωitπt − Ω̄π̄

¢
+β ψw

Lit
Et

h
at+1
at

Cit
Cit+1

wit+1
w2
it

wt+1πt+1
¡
Ωit+1πt+1 − Ω̄π̄

¢i
⎤⎥⎦
−1

(25)

20 L should be thought of as efficiency labor rather than actual hours worked, H, with H = σ−1
σ

1
ν L. See Obstfeld and

Rogoff (1996 and 2000).
21 An important issue in the new open economy macroeconomics literature is departing from the law of one price assumption

because evidence seems to reject it on the data. Kollman (2001) assumes pricing to market to avoid the law of one price
assumption. For simplicity, this is not pursued in this paper.

22 Formally, this is an equilibrium condition derived after imposing symmetry conditions.
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This term can be thought of as a “wage mark-up” that captures frictions in wage-setting. Therefore it
distorts the real wage from its competitive equilibrium value wit = CitL

ν−1
it . Finally, in addition to the

above optimal conditions, a non-Ponzi transversality condition for bonds holdings is imposed.

3.3 Entrepreneurs’ Problem

Entrepreneurs’ behavior is modeled as in Céspedes, Chang and Velasco (2004 and 2003), which in
turn is based on Bernanke, Gertler and Gilchrist’s (1999) analysis of the role of credit market frictions in
business cycle fluctuations in a closed economy.23 For convenience, it is assumed that entrepreneurs’
main activity is to decide how much to invest.24 The analysis relies on the fact that entrepreneurs borrow
from world capital markets to finance investment in excess of net worth. For this purpose they issue
dollar-denominated debt contracts, which due to imperfections in international financial markets, require
a risk premium over the risk free international interest rate (see Céspedes, Chang, and Velasco, 2004
and 2003, and Tovar, 2005).25

More specifically, assume that an entrepreneur is making the decision of how much to invest. This agent
will then finance investment employing its own net worth and the remaining porting will be financed
through debt. As a result the entrepreneurs’ budget constraint is determined by:

PtNt + StDt+1 = QtKt+1 (26)

where it is assumed full capital depreciation and that the price index for the cost of investment is the
same as that for consumption as captured by equation (21).

Entrepreneurs borrow abroad paying a risk premium, 1 + ηt, above the world risk free interest rate,
1 + ρt. It is assumed that the risk premium is an increasing concave function in the ratio of the value of
investment to net worth:

1 + ηt =

µ
QtKt+1

PtNt

¶μ
(27)

where μ is the elasticity of the risk premium to the ratio of investment to net worth.

Therefore, in equilibrium, the expected yield of capital in foreign currency must equal the cost of borrow-
ing in international capital markets to finance capital investment:

Et (Rt+1Kt+1/St+1)

QtKt+1/St
= (1 + ρt) (1 + ηt) (28)

23 Bernanke, Gertler, and Gilchrist’s (1999) analysis is an optimal debt contract problem between a single entrepreneur and
foreign lenders. These agents face a joint problem of choosing investment, a dollar loan, and a repayment schedule so as
to maximize profits. This problem can be transformed into one where the optimal contract maximizes the entrepreneur’s
utility by choosing the investment to net worth ratio and the optimal cutoff of a random variable required to make the project
profitable enough to allow the repayment of the loan. See also Calstrom and Fuerst (1997).

24 This assumption differs from Bernanke, Gertler, and Gilchrist (1999), who rely on a more general setting that considers the
possibility of consumption by these agents. This simplifies matters as we need not care about their labor supply or the impact
of their consumption on the economy.

25 IT would be more realistic to consider an optimal portfolio problem in which entrepreneurs could both in foreign and domestic
currency. For simplicity this is not pursued here. However, intuitively, one could possibly think of the implications of borrowing
in local currency for our analysis. Posssibly, the main impact , if any, would be observed in the medium to long run. The
reason is because with a devaluation, local currency debt has no immediate impact on the firm´s balance sheet. Therefore,
the impact on the economy would only manifest itself depending on the effect of a devaluation the nominal and real interest
rates.
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In addition, it is assumed that the world interest rate follows a first-order autoregressive process:

ln ρt − ln ρ = ζρ
¡
ln ρt−1 − ln ρ

¢
+ ερt (29)

where 0 < ζρ < 1 and ερt ∼ N
¡
0, σ2ρ

¢
is serially uncorrelated.

In Bernanke, Gertler and Gilchrist (1999), net worth is defined as the entrepreneurial equity of the firms
that remain in business, that is, the wealth accumulated from operating firms. Firms that fail in t consume
the residual equity, which in this case is only imported goods. Entrepreneurs are assumed here to own
domestic firms, so entrepreneurial equity equals gross earnings on holdings of equity from t−1 to t less
repayment of borrowings. Therefore, net worth is defined as:

PtNt = RtKt +Πt − StDt =

"
1−

ψp
2

µ
Pt
Pt−1

− f̄p
¶2#

PtYt −WtLt − StDt (30)

3.4 Monetary Policy

In what follows I present the manner in which monetary policy is modelled. However, in addition to this
and given that the objective of the paper is to study the effects of devaluations on output, I also provide
a precise definition of currency devaluations.

Following the discussion of section (2.1), monetary policy must be modelled in a flexible manner as to
capture the shifts in monetary and exchange rate regimes observed in the three Latin American econom-
ies considered. For these reasons, an interest rate rule that targets different macroeconomic variables
is employed.26 The specification adopted is one in which monetary policy responds to deviations of ex-
pected CPI inflation, output, and the nominal exchange rate from their long-run levels (i.e., steady-state
levels). Formally, the interest rate target is captured by:

1 + ı̃t
1 + ı̄

=

µ
Etπt+1
π̄t

¶ωπ µYt
Ȳt

¶ωy µSt
S̄t

¶ ωs
1−ωs

(31)

where π̄t =
π̄·κ
κt

, ȳt =
ȳ·ϑ
ϑt

, and S̄t =
S̄·χ̄
χt

.27 ωs ∈ [0, 1), ωπ, and ωy are the weights on each of the target
variables.28 κt, ϑt are shocks on the inflation and output targets, thus allowing the targets to depart
from their long-run or steady-state levels, which are denote by a hat (̄·). χt has a similar interpretation,
however, its role is more important for the purpose of this paper, as it will capture a devaluationary policy
shock, as discussed below.29 Since central banks tend to smooth changes in interest rates the actual

26 In open economies, setting the specification of such rules is more controversial than in closed economies, where most of
the theoretical contributions have been made. The reason for this is the wider set of variables to which monetary policy can
react. See Woodford (2003) and Clarida, Galí, and Gertler (1999) for a discussion of interest rate rules in a closed economy
setting. For an open economy overview, see Clarida, Galí, and Gertler (2001, 1998), Beningno (2004) and Benigno and
Benigno (2000) among others.

27 Currently the specification implies that in the absence of shocks the target reverts to it steady-state level. For Latin American
economies it would be more desirable to define targets that do not revert to its steady-state or long-run level. The modification
of this specification is left for future research.

28 The weights of each target is assumed to be exogenous. However, this might not be the best assumption for Latin American
economies. In particular, because such weights are likely to depend on structural characteristics of the economy such as the
initial value of inflation and the credibility of the central bank. Morande (2003) discusses some of these issues in the context
of Chile. In addition, such weights may also be a function of the shocks affecting the economy. For instance, under a sudden
stop it is likely that the weight on output would reflect the concerns of a deep recession.

29 The coefficient ωs is restricted to be less than 1, following the general perception, shared by the IMF, that an increasing
exchange rate should induce the central bank to raise interest rates. This has been subject of controversy following the Asian
crises. See Cho and West (2003) on the issue.
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interest rate is allowed to partially adjust to the target as follows:30

1 + it
1 + ı̄

=

µ
1 + it−1
1 + ı̄

¶ωi µ1 + ı̃t
1 + ı̄

¶1−ωi
(32)

where the parameter ωi ∈ [0, 1] is the interest rate smoothing parameter.

The inclusion of an inflation and output target in the monetary policy rule specification is standard in
closed economy models. However, it is less standard to allow the targets to change over time (few
exceptions are Ireland (2006) or Erceg and Levin (2003)). Such shocks on the targets are introduced to
capture the changes in monetary policy frameworks experienced by Chile, Colombia, and Mexico during
the period of analysis. Furthermore, it is also a desirable feature to improve the fit to the data. κt, and ϑt

are both assumed to follow a first order autoregressive process as described by:

lnκt − ln κ̄ = ζκ (lnκt−1 − ln κ̄) + εκt (33)

lnϑt − ln ϑ̄ = ζϑ
¡
lnϑt−1 − ln ϑ̄

¢
+ εϑt (34)

where 0 < ζκt ≤ 1, 0 < ζϑt ≤ 1, and εκt ∼ N
¡
0, σ2κ

¢
and εϑt ∼ N

¡
0, σ2ϑ

¢
are serially uncorrelated.

A more controversial and unresolved matter is whether central banks should target the nominal ex-
change rate. Taylor (2001) has argued that if monetary policy is determined by expected inflation, the
central bank should not react to exchange rate fluctuations. However, in emerging market economies,
the exchange rate could be used to stabilize exchange rate disequilibriums (Calvo and Reinhart, 2002)
or as a credibility device in economies with poor history of inflation.31 Furthermore, targeting the nominal
exchange rate can be also justified within the model because firms borrow in foreign currency (dollars)
and external shocks may cause significant volatility of the exchange rate. Such theoretical consider-
ations imply that it makes sense for some emerging market economies to have a nominal exchange
rate target. In the present paper, the exchange rate is also introduced in the interest rate rule for two
additional reasons which are directly related with fitting the model to the data. First, because Chile,
Colombia and Mexico were all countries that had at some point in time a target for the exchange rate
(see section 2.1). Second, to capture the shifts of exchange rate policies. On this regard, notice that the
specification of the interest rate rule in equation (31) has the important property that it allows to approx-
imate the systematic behavior of monetary policy for a continuum of exchange rate regimes depending
on the weight ωs (See Monacelli, 2003 and Parrado and Velasco, 2002). Specifically, for ωs = 0 the rule
captures a pure floating exchange rate regime, as reflected by the fact that ωs

1−ωs = 0. In contrast, for
larger values of ωs the rule would capture a managed float regime. In the extreme case in which ωs → 1

then ωs
1−ωs →∞ and therefore the rule would describe a fixed exchange rate regime.32

In addition, the interest rate rule specification allows to introduce a precise definition for currency de-
valuations. In particular, a devaluation is defined as an increase in the nominal exchange rate target, S̄t.

30 Clarida, Galí, and Gertler (1998 and 2000) adopt this partial adjustment mechanism in their empirical analysis. Benigno
(2004) shows that interest rate smoothing together with price rigidities can introduce additional inertia into the economy as
this makes the real exchange rate more persistent.

31 For instance, Caputo (2004) analyses the performance of simple monetary policy rules, not necessarilly optimal, under
different degrees of inflation persistence and habit formation. He finds that a policy rule reacting to expected inflation, output
and exchange rate disalignments is capable of marginally reducing the volatility of output and inflation.

32 Of course, one could argue that the real exchange rate should be included in the interest rate rule. This is not done here as it
would not allow to interprete the parameter of the weight in the exchange rate as that capturing the exchange rate regime. On
this regard, the volatility of the exchange rate would not be appropriate either. It is also worth indicating that if real exchange
target is set to equal the difference between home and external inflation, then the relevant term to be included in the Taylor
rule is the nominal exchange rate. See Engel and West (2006).
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Therefore a policy of devaluing the currency would decrease the interest rate.33 Intuitively the reader
can think that if a central bank is defending an exchange rate target then it will have to rise interest
rates or keep them in high levels. Therefore, when the central banks stops defending the exchange rate
target, i.e. a devaluation takes place, then there is no need for the monetary authority to sustain the
high interest rates, thus allowing a decrease in the interest rate. To capture the possibility of currency
devaluations a shock χt on the exchange rate target is introduced (See Cho and West, 2003 for a similar
approach). Formally, χt follows a first-order autoregressive process:34

lnχt − ln χ̄ = ζχ
¡
lnχt−1 − ln χ̄

¢
+ εχt (35)

where 0 < ζχt ≤ 1 and εχt ∼ N
¡
0, σ2χ

¢
is serially uncorrelated.

It is well known that interest rate rules are a commitment device. However, the shock on the exchange
rate target introduces a discretionary behavior on the part of the monetary authority. It is possible to sus-
tain within Calvo and Reinhart’s (2002) "fear of floating" argument that central banks should maintain in
practice a fixed exchange rate regime without losing their discretion to allow exchange rate fluctuations.
The credibility mechanism here would be the announcement of a flexible exchange rate regime. This
possibility would then be captured by the interest rate rule and a shock on the nominal exchange rate
target as proposed here. The discretionary behavior is also justified from an empirical perspective. In
fact, as discussed in section (2.) Chile, Colombia and Mexico have all intervened in the foreign exchange
market in a discretionary manner.

3.5 Market-Clearing Condition

Provided that a proportion γ of output is spent on consumption and investment of domestic goods, that
a fraction of output is used to cover price adjustment costs, and another fraction of domestic output is
exported, then the market-clearing condition may be written as:

PtYt = γQt (Kt+1 + Ct) +
ψp
2

¡
fpt − f̄p

¢2
PtYt + StXt (36)

where the last term stands for the home good value of exports to the rest of the world. For simplicity’s
sake, export demand is assumed to follow an autoregressive process:

lnXt − lnX = ζx
¡
lnXt−1 − lnX

¢
+ εxt (37)

where 0 < ζx < 1 and εxt ∼ N
¡
0, σ2x

¢
is serially uncorrelated.

To close the model, firms’ stochastic discount factor must be specified. In standard models, where firms
are owned by households and every agent has access to a complete competitive market for contingent
claims, it is assumed that firms maximize their market value. Hence, there is a unique discount factor
equivalent to the marginal utility to the representative household of an additional unit of profits received
each period. However, in the present framework, firms are owned by entrepreneurs. Therefore, for
purposes of simplicity, it is assumed that entrepreneurs discount profits at a rate equivalent to that of the
marginal utility of consumption, i.e. ∆t+1∆t

= β
³
at+1
at

Ct
Ct+1

´
.

33 Notice that monetary policy is tightened by increasing the nominal interest rate if the nominal exchange rate, St, exceeds its
long-run level, S̄t.

34 For operational purposes, the shock enters in a multiplicative form in the interest rule. Therefore, a devaluation will be
captured by a negative shock on εχt.
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4. TAKING THE MODEL TO THE DATA

4.1 Econometric Methodology

Recently, there have been a number of studies estimating DSGE models. However, most of them have
been applied to closed economies (Ireland, 2004a, 2004b; Dib, 2003; Smets and Wouters, 2003; Ruge-
Murcia, 2003; or Kim, 2000). Very few have been applied to small open economies (Tovar, 2006; Medina
and Soto, 2005a; Ambler, Dib and Rebei, 2003; Bergin, 2003; and Lubik and Schorfheide, 2003) and
its main focus has been on relatively developed economies (Australia, New Zealand and South Korea)
or industrialized countries (Canada, US or UK). Overall, the literature has paid less attention to the
estimation of DSGE models for “less” developed economies. In this sense this paper intends to help fill
in a gap.

In the literature, only Lubik and Shorfheide (2003) and Tovar (2006) have estimated models for small
open economies in which the monetary authority reacts not only to output, and inflation, but also to
exchange rate movements. Lubik and Shorfheide (2003) find that in the case of Canada the central
bank responds to exchange rate movements, while Tovar (2006) finds that the nominal exchange rate is
a statistically significant component of the interest rate rule for South Korea. These studies also show
that the importance of incorporating output measures in small open economies may not be that relevant.
For instance, Tovar (2006) finds output to be statistically irrelevant in the monetary policy rule for South
Korea. Medina and Soto (2005a) estimate for the Chilean economy an interest rate rule that responds
to the deviations of CPI inflation from its target and to the deviation of output growth from trend. Their
Bayesian estimates suggest that monetary policy put very low weights on output, with a mean weight of
0.12 and a standard deviation of 0.26.

The literature has proposed several econometric methods to estimate DSGE models such as maximum
likelihood, generalized method of moments, simulated method of moments or more recently Bayesian
methods. All have their own strengths and weaknesses (See Ruge-Murcia, 2003 and Fernández-
Villaverde and Rubio, 2004). In this paper the maximum likelihood method is employed.

A key issue that arises in the estimation of DSGE models is the stochastic singularity problem. According
to it DSGE models predict certain combinations of endogenous variables to be deterministic. Therefore,
if exact linear definitions established by the model do not hold in the data, then any attempt to estimate
such model will fail. Two approaches have been proposed in the literature to address this problem. The
first is to incorporate additional structural disturbances until the number of shocks equal the number of
series employed in estimation. In the present framework this would be captured by the eight shocks built
into the model (ie technology, mark-up, preferences, exports, risk free international interest rate, nominal
exchange rate target, inflation target and output target). The second is to add measurement errors as
suggested by Ireland (2004a). Measurement errors are motivated as a way to capture the movements
and co-movements in the data that the model, because of its simplified structure cannot explain. An
advantage of relying on them is that they allow to take advantage of the information contained in a
larger set of variables to estimate the parameters of the model.35 In this paper, an eclectic view is
taken as both structural shocks and measurement errors are considered to deal with the stochastic
singularity problem. In particular, the estimation is done first without measurement errors and then, by
introducing measurement errors. Performing these two estimations provide a robustness check of the
model’s degree of misspecification.36

35 Ruge-Murcia (2003) analyzes alternative methods to estimate a particular DSGE and finds that parameter estimates are
more efficient when measurement errors are incorporated.

36 There are alternative ways of fitting DSGE models. An alternative to adding structural shocks or measurement errors is the
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The estimation process consists of four steps. First, the linear rational expectations model is solved for
the reduced form state equation in its predetermined variables (see Tovar (2005)). Second, the model
is written in state-space form, and measurement errors are incorporated in the observation equation if
they are to be employed in the estimation. Third, the Kalman filter is used to construct the likelihood
function. Finally, the parameters are estimated by maximizing the likelihood function.

Formally, the solution of the log-linearised system can be written as:

x̃t = ΓP x̃t−1 + ΓQz̃t (38)

ỹt = ΓX x̃t = ΓRx̃t−1 + ΓS z̃t (39)

z̃t+1 = ΓN z̃t + ε̃t+1 (40)

Et [ε̃t+1] = 0 (41)

for all t = 0, 1, 2, .., where x̃ and ỹ keep track of the percentage deviations of each de-trended vari-
able from its steady state level, with x̃ =

h
k̂ ê ŵ d̂ dB∗ ı̂ ŝ

i0
being the endogenous state vector, ỹ =h

π̂ ŷ l̂ r̂ ĉ f̂s ι̂ ˆ
i0

the vector of endogenous variables, and z̃ =
h
ρ̂ x̂ Â θ̂ χ̂ â κ̂ ϑ̂

i0
the vector of exogen-

ous stochastic processes. The goal is to estimate the matrices ΓP , ΓQ, ΓR, ΓS , and ΓN which are
nonlinear functions of the model’s structural parameter so that the equilibrium is stable. The specific de-
tails of the implementation of the econometric methodology, including the manner in which the system
can be augmented with measurement errors, are discussed in appendix A.

4.2 The Data

During the last two decades, Chile, Colombia and Mexico have been exposed to devaluationary episodes
of different magnitude, making them ideal case studies to answer the main question of the paper: are
currency devaluations expansionary or contractionary in terms of output?

The eight series employed for estimation are inflation, output, labor, private consumption, changes of
the nominal exchange rate, interest rate and the level of the nominal exchange rate. The last two
variables were introduced as definitional variables in the observation equation to exploit the information
contained in them. The data is seasonally adjusted quarterly series for the period 1989:1 to 2005:4
and was obtained directly from national sources and some series such as the nominal exchange rate
were taken from the IMF’s International Financial Statistics (See appendix B). Output and consumption
are measured in per capita terms. All data, with the exception of interest rates, was logged and then
Hodrick-Prescott filtered. When necessary data was also seasonally adjusted. Figures 1, 2, and 3
display the filtered data used for estimation.

Certainly, for some readers it would be better to incorporate the trend into the model by adding, for in-
stance, a labor-augmenting technology shock. Although, this may make sense for a developed economy
it seems to be a less realistic solution for the estimation of the models in Latin America. The reason is
that such economies may have cycles in the trend (see Aguiar and Gopinath, 2004), and this would
make the modelling and estimation substantially more complex than those for advanced economies.
Thus, for the sake of simplicity, Hodrick-Prescott filtered data is employed to take the model to the data.

DSGE-VAR approach proposed by Del Negro et al (2005) which consists in finding optimal weights to combine a DSGE
model with an atheoretical model such as a VAR or a VECM. Another alternative is to specify a DSGE model and add
additional structure as done in the BEQM model of the Bank of England. See Alvarez-Lois et al. (2005) for an excellent
discussion comparing different aproaches.
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5. EMPIRICAL RESULTS

5.1 Parameter Estimates

Successful estimation requires the calibration of some parameters whose values are summarized in
Table 1. For simplicity and to allow a better comparison of results, such values are assumed to be
common to all three economies. Parameter values for preferences and technology are standard in the
literature so no major comments are necessary.37 An exception is the elasticity of substitution between
different varieties of goods, θ = 6, which was chosen following Galí and Monacelli (2002) so that the
steady-state mark-up equals 20%.

Table 2 shows the maximum likelihood estimates and the corresponding standard errors for eight key
structural parameters of the model estimated without measurement error.38 These parameters capture
the balance sheet effect (μ), the expenditure switching effect (γ), the degree of nominal rigidities (ψp, ψw),
and the parameters associated to the interest rate rule (ωi, ωp, ωy, ωs).

The point estimates for the balance sheet effect, i.e. the elasticity of the risk premium to the investment-
net worth ratio, which captures the degree of international capital market imperfections varies signific-
antly among the three countries. Chile is found to have the strongest balance sheet effect, while in
Mexico this mechanism appears to be weak. To make sense of the values, it is important to consider
that the literature considers the normal values of this parameter to fall within a range of 0.2 to 0.4 (Carl-
strom and Fuerst,1997). Tovar (2006) estimates this parameter for South Korea and finds it to be equal
to 0.4. Elekdag, Justiniano and Tchakarov (2006) employ a prior for this parameter ranging between
0.03 and 0.47, with a mean of 0.2.In their estimates they find the median value of the parameter to equal
0.05 for South Korea (quite low given the 0.09 estimate by Christensen and Dib (2004) for the US). Using
cross-section reduced form regressions, Berganza, Chang and Herrero (2003) estimate the elasticity of
the risk premium to a devaluation to range between 0.5 and 0.6. The estimated parameter values for μ
reported in Table 2 fall within a range of 0.14 and 0.31, that is well within the range of what is expected in
the theoretical and empirical literature. The estimated parameter values for Chile Colombia and Mexico
imply, ceteris paribus, a risk premium of 716, 526, and 317 basis points, respectively for each economy
(given an investment-to-networth ratio of 1.25).39

The estimates for the expenditure switching effect, captured by the share of domestically produced
goods (γ), as reported in Table 2. As shown it exceeds in all cases 0.6 (ie the share of domestically
produced goods in all three economies exceeds 60%). Such a high estimate is thus indicative of a
significant expansionary effect associated with this mechanism following a devaluation.

Parameter estimates for the interest rate rule shows that in all three countries there is little interest rate
smoothing. In fact, the parameter estimates for ωi are below 0.55 in all the three countries, and in the
case of Chile it is very close to zero.

The estimated weight for expected inflation satisfies the Taylor principle in all cases. According to this
rule the optimal policy response to a rise in inflation is to increase interest rates sufficiently as to induce
an increase of real interest rates. Therefore, ωp should exceed unity. The estimated parameter value

37 Medina and Soto (2005a) report estimated values for the inverse of the elasticity of labor supply that are consistent with the
value of ν = 2 employed for estimation. As for the discount factor they also employ the same value of β = 0.99.

38 Standard errors correspond to the square roots of the diagonal elements of minus one times the inverted matrix of second
derivatives of the maximized log-likelihood function. Estimating them requires numerically evaluating the matrix of second
derivatives of the log-likelihood and then inverting that very large matrix having elements of varying magnitudes. This can in-
troduce significant approximation errors into the statistics and therefore they should be interpreted with caution (see Appendix
A for details and Ireland, 2004a).

39 Notice that a lower level of indebteness, as reflected by the investment-to-net worth ratio would imply a lower risk premium.
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indicates that, ceteris paribus, a one percentage increase in quarterly expected inflation induces about
a 90 basis point increase in the quarterly real interest rate in Chile and Colombia and a 150 basis points
increase in Mexico. Chile and Colombia are also found to put little weight on output as reflected by the
low values for the parameter ωy. However, in Mexico the point estimate for the weight on output, ωy,
implies that holding everything else constant, an increase in output is compensated by the monetary
authority with a 115 basis point increase in the quarterly nominal interest rate. Finally, recall that ωs
captures the exchange rate regime, that is a value ωs = 0 would imply a flexible exchange rate regime,
while ωs = 1 would indicate a fixed exchange rate regime. The estimated value of 0.92 for Colombia
is a clear indication of a high degree of intervention by the central bank during the period of analysis.
In Chile and Mexico the exchange regime is found to be less rigid. However, the parameter estimates
are still relatively high and thus indicative of a "fear of floating" behavior during the period of analysis.
Overall, these results confirm the discussion of monetary and exchange rate regimes of section (2.).

Point estimates also show that nominal rigidities are significant in Chile and Colombia, and less so in
Mexico. The coefficient for price rigidities, ψp, suggests that a 2% increase on the inflation rate above its
steady state level implies a 0.14% price adjustment cost in terms of domestic output for firms in Chile and
of 0.09% in Mexico. In turn, the coefficients for wage rigidities, ψw, imply that a 2% increase in nominal
wage inflation above the steady state has a cost of 0.03% of workers’ wage in Colombia.

The persistence and standard deviation for the model’s structural shocks are reported in Table 3. The
estimated coefficients show a high degree of persistence in all cases. Standard deviations of this shocks
are found to be quite high in general, probably indicating that the model does not impose enough dy-
namics to explain the data.

5.2 Impulse Responses

This subsection employs impulse response analyses to answer the main questions of the paper: i)
whether currency devaluations are expansionary or contractionary in terms of output, and ii) what is
the relative importance of the two main transmission channels in the model. For this purpose, the
dynamics of key variables in the model are evaluated following an exogenous devaluationary policy
shock (a negative shock on χt). Results are reported in Figures 10, 11, and 12. The north-west panels
of these figures show the dynamics for the nominal and real exchange rates, as well as for output. In all
three countries, there is an overshooting of the nominal and real exchange rates, which in turn results
in an output expansion. Such dynamics imply that a currency devaluation, defined as an exogenous
and explicit policy decision, is expansionary. However, the effect is slightly weaker in Mexico, were the
exchange rate regime is found to be more flexible on average during the period of analysis (see the
estimated value for ωs). This confirms the simulation results reported by Tovar (2005) indicating that the
ability of a central bank to take advantage of the expansionary expenditure-switching effect by devaluing
the currency depends on the degree of flexibility of the exchange rate regime.

Notice that for devaluations to be expansionary in the model it must be true that the expenditure-
switching effect dominates the balance sheet effect. To verify this it is only necessary to assess the
strength of both the balance sheet and expenditure switching transmission channels. The relevance of
the balance sheet effect is visually analyzed by looking at the impulse response functions in the north-
east panels in Figures 10, 11, and 12. As illustrated, following the devaluationary policy shock, firms’
net worth experience a significant decline in all three countries. This worsening of firms’ balance sheets
triggers an increase in the cost of debt as reflected by the increase of the risk premium thus forcing cap-
ital investment to fall. Overall, these dynamics confirm the contractionary nature of the balance sheet
effect operating via aggregate demand.

19



Impulse responses also provide evidence on the expenditure switching effect as reflected in the ag-
gregate capital investment and consumption decline. Such behaviour is incompatible with an output
expansion unless there is a strong expenditure-switching effect (which must also be able to compensate
for the contractionary balance sheet effect). In other words, for output to expand when aggregate con-
sumption and investment are declining it is necessary to have a recomposition of output that shifts the
consumption and investment of imported goods towards domestically produced goods.

The expansionary effect of devaluation on output, is no free-lunch as devaluations are also found to have
side effects. Besides an important inflationary effect, there are also important income distribution side
effects. As shown in the south-east panel of Figures 10, 11, and 12, a devaluation forces real wages
to fall. The resulting loss in workers’ income is then compensated by increasing the amount of labor
supplied.

At this point we have reached two important conclusions. First, that a devaluation, in isolation from
any other shock to the economy, is expansionary in terms of output. Second, that the expansionary
expenditure-switching dominates the contractionary balance sheet effect. This result also surprising may
be less so once it is taken into account, as indicated by Sutherland (2006), that the empirical evidence
suggests that the expenditure switching effect can be potentially very strong. In fact stronger than
in much of the recent open economy literature, including this paper, where the elasticity of substitution
between home and foreign goods is restricted to unity. It also becomes less surprising once the empirical
literature on balance sheet effect. The results are also in line with recent firm-level studies such as those
of Bleakey and Cowan (2005), which find inconclusive evidence regarding the contractionary effect of
exchange rate depreciations on investment.

5.3 Variance Decompositions

To assess the explanatory power of the model variance decompositions of k-step-ahead forecast errors
are employed. This allows to determine the percentage of the variation in each of the endogenous
variables explained by each of the eight structural shocks in the model. Results for the forecast error
variance decompositions are reported in Tables 4 through 9. This exercise offers three interesting things.
First, it allows to determine how much output variation is explained by a devaluationary policy shock.
Second, it also allows to determine how much of the variation in the nominal exchange rate is explained
by a devaluationary policy shock. And finally, it allows an evaluation of the overall performance of the
model. Finally, notice that the robustness of the results can be assessed in the context of the model by
attaching standard errors to the forecast-error variance estimates as calculated in Runkle (1987).

Variance decompositions show that devaluationary policy shocks account for up to 29% of the one-
quarter-ahead forecast error variance of output in Colombia and up to 19% in the case of Chile. In
the case of Mexico devaluationary policy shocks have significant less importance possible reflecting the
longer history of a floating exchange regime. It is important to observe that the effects of devaluationary
policy shocks are transitory as reflected by the fact that the relevance of the devaluationary policy shock
explaining output dissipates for longer forecast horizons. Estimates indicate that the effects dissipate
much faster in Colombia than in Chile.

It is worth pointing out at this point that in all countries output variance is largely explained by the
shock on export demand. The evidence is mixed regarding other shocks. In particular, while technology
shocks account for an important part in the forecast-error variance of output in Colombia and Mexico they
have a non-negligible effect in Chile, where the preference shocks has a significant role. Also, in Chile
and Mexico shocks on the inflation target have a more relevant role explaining the one-quarter-ahead
forecast error variance of output, while in Colombia such shock appears to be less relevant. Certainly,
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this pattern might reflect a historically more stable and lower inflation rate in Colombia than in Chile or
Mexico. Estimates in general confirm results found in the literature indicating that technology shocks
are not the only and main source of output fluctuations (eg Smets and Wouters, 2003 or Galí, 1999 and
2003) .

Another important aspect to look at is to determine the extent to which devaluationary policy shocks con-
tribute to the variance of the nominal exchange rate. On this regard, we find that devaluationary policy
shocks account for about 67% of the one-quarter-ahead forecast error variance in the nominal exchange
rate in Colombia. This is indicative of a significant fear of floating. In Chile, such shocks account for a
non-negligible 25% of the one-quarter-ahead forecast error variance of the nominal exchange rate, while
in Mexico they only account for 12%. In Chile and Mexico, the inflation target appears to account for a
larger share of the variance of the changes in the nominal exchange rate, reflecting again the impact of
inflation stabilisation in these countries.

Variance decompositions also allow to assess the performance of the model in other dimensions. Al-
though, it is not the main purpose of the paper, some results seem allow to observe a comparison of the
factors driving inflation dynamics. In particular, it is possible to observe that supply shocks seem to be
more relevant in Mexico (as reflected by the fact that cost-push shocks are found to account for much
of the forecast error variance of inflation over longer horizons) or in Colombia where technology shocks
account for a fourth of the total forecast error variance . In contrast, in Chile, preference shocks account
for a larger share of inflation dynamics, suggesting an important role for demand shocks in explaining
inflation in the long-run.

5.4 Robustness Analysis

5.4.1 Adverse External Shocks

The results presented so far support the notion that devaluations are expansionary in terms of output,
despite the contractionary balance sheet effect. Readers might then be trying to reconcile these results
with the fact that the Chilean, Colombian and Mexican economies all have seen their output fall during
episodes in which their currency declined in value relative to the US dollar. In this subsection, I argue that
a negative correlation between devaluations and output is not enough for concluding that devaluations
are contractionary. The reason is that it depends on the nature of the shock or shocks that hit the
economy. To make the point, this section analyses impulse responses to an adverse external shock, as
captured by an increase in the international interest rate. The objective of this exercise is to show the
behaviour of the economy when affected by a sudden stop. In addition, in the following policy exercise,
I ask what would be the dynamic behaviour of these economies if the monetary authority decided to
devalue the currency in response to a sudden stop.

Sudden Stops Reversals of capital flows or sudden stops have often been blamed for large output
losses in emerging markets. To capture the possibility of sudden stops the behavior of the economy is
analysed following a rise in international interest rate. Impulse responses to a one percentage increase
in the international risk free interest rates is shown in Figure 13. The shock induces upon impact an
increase in the nominal exchange rate due to its the effect on the interest parity condition. Higher
interest rates abroad also result in an increase of domestic interest rates, and therefore a decline in
aggregate demand which forces output to fall. In Mexico, the collapse in output takes place with a lag,
mainly because the exchange rate is flexible enough to adjust to the shock (recall that estimates suggest
on average a more flexible exchange rate regime in Mexico) and this triggers the expenditure-switching
effect.
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The key point of this exercise is two fold. First, it illustrates that currencies can decline in value when
the economy is hit by an adverse external shock. Depending on the nature of the shock output may fall,
thus generating a negative correlation between the nominal exchange rate and output. However, this
negative correlation is not due to a devaluation per se, but rather to the adverse shock or sudden stop
as is here analysed. The second point, is that the model is able to capture important features of the
dynamics of these economies following a sudden stop.40 In particular, the decline in aggregate demand
and its component, as well as in output. Overall, these results confirm that currency devaluations are
not be blamed for the contractionary effects on output. On the contrary, it shows that the focus should be
on the type of shock that hits the economy. It also shows that any reduced form analysis that attempts
to estimate the effects of devaluations on output must distinguish upon movements in the exchange rate
that are an equilibrium response to different shocks that hit the economy and those movements in the
exchange rate that result from explicit policy decisions.

Devaluations and Sudden Stops A policy exercise that can be performed using the current frame-
work is to consider what happens to these economies if the monetary authority decides to devalue
the currency in response to a sudden stop. The dynamics for each economy under such scenario are
shown in Figure 14. In particular, the figure shows the impulse response to a one percentage increase
in the international interest rate jointly with a one percentage point devaluation. Notice that a noticeable
feature is that in all three countries the exchange rate overshoots significantly. However, in this policy
experiment the expenditure-switching effect is unable to compensate in a sustained manner for both
the contractionary balance sheet effect and the adverse effect of the shock on the cost of capital (and
therefore on aggregate demand). Therefore, the key result to highlight is that a devaluationary policy
response to an adverse external shock will only have a minor effect in delaying output losses.

6. Model Misspecification: Adding Measurement Errors

Until now it has been assumed that the model is well specified. However, it is possible that due to its
simplified structure the model is unable to capture some movements and co-movements in the data. As a
result some parameter estimates may be biased. In order to control for possible model misspecification,
measurement errors are incorporated into the estimation of the model (See details in Appendix A).41

The maximum likelihood parameter estimates once white noise measurement errors are incorporated
are reported in Tables 15, 16, and 17. The estimates of the main structural parameter of the model show
little variation in terms of the qualitative results reported in Section 5..

The new estimates confirm Mexico as the country having the weakest balance sheet transmission mech-
anism. However, Chile is now found to have a weaker balance sheet effect than in the previous estimates
as capture by the lower value for μ. The the expenditure switching effect as measure by γ is robust to
the inclusion of measurement errors in all three countries.

The new estimates for the interest rate rule show few minor changes. First, Chile is found to have an
important degree of interest rate smoothing .This clearly contrasts with the lack of interest rate smoothing

40 The model resembles very closely the qualitative response found in empirical analyses that link shocks on international
interest rates, credit spreads and the business cycle. The model however fails to replicate an empirical feature identified by
Uribe and Yue (2006) according to which there is a delayed overshooting of the risk premium following a shock on international
interest rates.

41 The limited sample size contrains the number of parameters estimated in the model. Although different specifications for the
measurement error dynamics were tried, only those with uncorrelated measurements errors i.e. D = 0, are reported. This
was found to be the most stable specification. More than those in which different parameters had to be restricted to zero e.g.
uncorrelated persistence among measurement errors or constant variance covariance matrix.
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reported before. The relevance of this is that results now appear to be more in line with the literature for
Chile (See Medina and Soto, 2006). Second, the interest rate response to changes in expected inflation
is a bit weaker now in Chile and Mexico but higher in Colombia. Third, the interest rate response to
output is now statistically insignificant in Colombia. Fourth, the weight on the nominal exchange rate is
now found to be a bit higher in Mexico and in line with that of Chile. Estimates also confirm that Colombia
is the country that weights the exchange rate the most, which is in line with the discussion in section 2.1.

Results also confirm the importance of including price and wage rigidities in all three countries. Fur-
thermore, wage rigidities are now shown to play a more important role. Finally, parameter estimates
reported in Table 16 show that measurement errors shocks have a variance that exceed those of the
structural shocks.

Overall, we do not find significant changes in our parameter estimates that would overturn the qualitative
results regarding the transmission mechanism of devaluations to output reported earlier.

7. CONCLUSIONS

An old question in macroeconomics is whether currency devaluations induce output to expand or col-
lapse. Theory has identified specific mechanisms through which devaluations may affect output. How-
ever, the empirical literature has failed to provide conclusive answers on the direction of the effect as
well as on the reasons why such effects might go in one direction or another. This paper estimated a
structural DSGE model for three Latin American economies (Chile, Colombia and Mexico) to answer
such questions. The estimates and impulse response analysis indicate that during the last two decades
explicit and exogenous devaluationary policy shocks, ceteris paribus, have been on average expansion-
ary in terms of output. Also that the contractionary balance sheet transmission mechanism has been
dominated by the expenditure-switching effect. Finally, it is found that on average the balance sheet
transmission mechanism has been weaker in Mexico than in Chile or Colombia.

The estimates highlight the importance of distinguishing among the effects of different shocks. In partic-
ular, it is shown that negative correlations between exchange rate changes and output in Latin America
do not support the popular claim that devaluations are contractionary. In fact, impulse response ana-
lyses show that such negative correlations do not arise if the monetary authority decides to devalue the
currency. However, they can be generated as a result of an adverse external shock, such as a sudden
stop. Therefore, the nature of a shock is all important. The results also shed some light as to why
the empirical literature has failed to provided conclusive answers on the devaluation-output relationship:
changes in the nominal exchange rate are associated with different shocks which may operate in op-
posite directions, and isolating them might prove extremely difficult unless one is willing to rely on a
well-specified structural framework that distinguishes among them.

As mentioned in the introduction, this paper should be taken as an exploratory exercise. In particular,
because the evolving nature of Latin American economies impose major challenges on how to model
these economies as well as on how to pusue parameter estimation. Future research will necessarily
have to focus not only in capturing the most relevant features and transmission mechanisms for these
economies, but also on how to capture evolving features of them such as structural changes, shifts in
monetary and exchange rate regimes, or even more, on how to deal with the trend of key macroeconomic
variables which are subject to major cycles.
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A Appendix: Solving The Model

The system of equations describing this economy cannot be solved for analytically. As a result, the sys-
tem is log-linearized around the non-stochastic symmetric steady state.42 The estimation of the model
starts by representing the model in state-space form. For this purpose, the system is log-linearized
around the non-stochastic symmetric steady state and solved with the method of undetermined coef-
ficients described by Uhlig (1997). For estimation purposes, two definitional equations were added:
ı̂t = ι̂t and ŝt = ˆt.43 With this in mind, let x̃ =

h
k̂ ê ŵ d̂ dB∗ ı̂ ŝ

i0
be the endogenous state vector,

ỹ =
h
π̂ ŷ l̂ r̂ ĉ f̂s ι̂ ˆ

i0
the vector of endogenous variables, and z̃ =

h
ρ̂ x̂ Â θ̂ χ̂ â κ̂ ϑ̂

i0
the vector of

exogenous stochastic processes, so that the system is written as:

0 = ΓAx̃t + ΓBx̃t−1 + ΓC ỹt + ΓDz̃t (42)

0 = Et[ΓF x̃t+1 + ΓGx̃t + ΓH x̃t−1 + ΓJ ỹt+1 + ΓK ỹt + ΓLz̃t+1 + ΓM z̃t] (43)

42 The symmetric equilibrium, existence of the steady state, and the log-linearized system are discussed in Tovar (2005).
43 This allows us to extract information about the nominal exchange rate and the interest rate in the estimation process.
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z̃t+1 = ΓN z̃t + ε̃t+1 (44)

Et [ε̃t+1] = 0 (45)

where ΓC is of size (8× 8), and of rank 8, ΓF is of size (7× 8) , and ΓN has only stable eigenvalues.
The solution expresses all variables as linear functions of a vector of endogenous variables x̃t−1 and
exogenous variables z̃t given at date t, which are usually state or predetermined variables, so that the
recursive equilibrium law of motion becomes:

x̃t = ΓP x̃t−1 + ΓQz̃t (46)

ỹt = ΓX x̃t = ΓRx̃t−1 + ΓS z̃t (47)

where equation (46) is the endogenoues state equation and equation (47) is the observation equation.
Formally, the idea is to obtain matrices ΓP ,ΓQ,ΓR and ΓS so that the equilibrium is stable.44 Also notice
that these matrices are nonlinear functions of the model’s structural parameters. The system can easily
now be re-written in state-space form by defining the (15× 1) vector St = [x̃t́ z̃t́ ]́.

A1 Adding Measurement Errors

The state-space model can be augmented with error terms by adding serially correlated residuals to the
observation equation. Although this is usually done to deal with the stochastic singularity problem, its
motivation here is to improve the model’s fit to the data. Formally, the state-space model is transformed
so that the observation equation equation (47) is now replaced by:

ỹt = ΓX x̃t + ut (48)

where ut = Dut−1 + ξt is an (8× 1) vector of shocks of measurement errors that are allowed to follow a
first-order vector autoregression, with a serially uncorrelated innovation ξt ∼ N (0, V ) and V = E

³
ξtξ

0

t

´
.

It is further assumed that the measurement error contains no information about current or future shocks
to the economy, that is E (z̃tξt) = 0. Notice that since the observation equation (48) contains some
identities, the variables f̂s, ι̂, and ˆ have no measurement errors attached to them. More precisely,
define ut = [uπt uyt ult urt uct 0 0 0]

0 and ξt =
£
ξπt ξyt ξlt ξrt ξct 0 0 0

¤0
=
£
ξ∗0t 01×3

¤0with matrices D

and V as follows:

D =

⎡⎢⎣ d 05×3

03×5 03×3

⎤⎥⎦ where d =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

dππ dπy dπl dπr dπc

dyπ dyy dyl dyr dyc

dlπ dly dll dlr dlc

drπ dry drl drr drc

dcπ dcy dcl dcr dcc

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(49)

44 Details for the conditions under which this can be achieved are discussed in Uhlig (1997). The method is equivalent to
Blanchard and Kahn (1980) and employs Sims’ (2001) QZ decomposition, which is numerically more stable.
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V =

⎡⎢⎣ V ∗ 05×3

03×5 03×3

⎤⎥⎦ where V ∗ = E
¡
ξ∗t ξ
∗0
t

¢
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

v2π vπy vπl vπr vπc

vπy v2y vyl vyr vyc

vπl vyl v2l vlr vlc

vπr vyr vlr v2r vrc

vπc vyc vlc vrc v2c

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(50)

The structural parameters are constrained to satisfy the theoretical restrictions discussed in Section 3.
In addition, the eigenvalues of matrix D are constrained to lie inside the unit circle. As a result, the
residuals in ut must be stationary. Finally, the covariance matrix V is constrained to be positive definite.
This is done calculating a Choleski decomposition V = Ṽ Ṽ 0 where Ṽ is a lower triangular matrix.

Let S̃t = [x̃0t z̃0t]
0 so that equations (46) and (44) are summarized by a single equation S̃t = ΓΠS̃t−1 + ẽt

where ẽt =

⎡⎢⎣ 07×1

ε̃t

⎤⎥⎦ and ΓΠ =

⎡⎢⎣ ΓP ΓQ

08×7 ΓN

⎤⎥⎦.

Now define h̃t =
h
S̃0t u

0
t

i0
a (23× 1) vector to track the model’s unobserved state variables. This allows

us to re-write the model in compact state-space form as:

h̃t = ΓV h̃t−1 + vt (51)

ỹt = ΓZ h̃t (52)

where ΓV =

⎡⎢⎣ ΓΠ 015×8

08×15 D

⎤⎥⎦, vt =

⎡⎢⎣ ẽt

ξt

⎤⎥⎦ and ΓZ = [ΓX 08×8 I8×8]. The serially uncorrelated

innovation vector, vt, has variance-covariance matrix equal to:

E (vtv
0
t) = Q =

⎡⎢⎣ Ω 013×8

08×13 V

⎤⎥⎦ (53)

where Ω = E (ẽtẽ
0
t) =

⎡⎢⎣ 07×7 07×8

08×7 Λ

⎤⎥⎦ and Λ = E [εtε
0
t] is the (8× 8) diagonal variance-covariance

matrix for the shock’s innovations.

A2 Kalman Filter and Maximum Likelihood Function

With the model in state-space form as captured by equations (51) and (52) it is possible to construct the
likelihood function using the Kalman filter. For this purpose, first collect the structural parameters in the
(31× 1) vector:

Θ =

⎡⎢⎣ α γ β ψp ψw σ μ ν η ωi ωπ ωy ωs A θ a χ ρ x

ζA ζθ ζa ζχ ζρ ζx σA σθ σa σχ σρ σx

⎤⎥⎦
0

(54)

Observe that in addition to the structural parameters, the maximum likelihood function incorporates 25
elements of the matrix D that governs the persistence of the measurement errors and 15 elements of
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the variance-covariance matrix V associated to the measurement error residuals. Furthermore assume
as in Ireland (2004a) and Ruge-Murcia (2003) that the state vector is unobserved, and let the observed
data obtained through date t− 1 be summarized by the vector ℵt−1 ≡

¡
ỹ0t−1, ỹ

0
t−2, ..., ỹ

0
1

¢0.
Now define ĥt|t−1 = E

³
h̃t|ℵt−1

´
as the best estimate of the unobservable state vector h̃t for period

t based on past observations of ỹt, and let Σt|t−1 = E

½³
h̃t − ĥt|t−1

´³
h̃t − ĥt|t−1

´0¾
be the asso-

ciated forecast error covariance matrix. Finally, let the best forecast of ỹt based on past observa-
tions be ŷt|t−1 = E (ỹt|ℵt−1). Therefore, observe that these results and equation (52) imply that
ŷt|t−1 = ΓZ ĥt|t−1.

The Kalman filter is an algorithm for calculating the sequence
n
ĥt|t−1

oT
t=1

and
©
Σt|t−1

ªT
t=1

, where
T is the sample size. Following Hamilton (1994a and 1994b), these sequences are calculated as
: ĥt+1|t = ΓV ĥt|t−1 + K̃t

³
ỹt − ΓZ ĥt

´
and Σt+1|t = ΓV Σt|t−1Γ0V − K̃tΓZΣt|t−1Γ

0
V + Q where K̃t ≡

ΓV Σ
0
t|t−1Γ

0
Z

¡
ΓZΣt|t−1Γ

0
Z

¢
is the “Kalman gain” or “gain matrix”. To start the recursion, the values are ini-

tialized with the unconditional mean and variance of h̃1, i.e.ĥ1|0 = 0 andΣ1|0 = E

½³
h̃1 − ĥ1|0

´³
h̃1 − ĥ1|0

´0¾
where Σ1|0 is calculated using vec

¡
Σ1|0

¢
= [I232×232 − ΓV ⊗ ΓV ]−1 · vecQ assuming that the expression

in brackets is non-singular.

Now, let the innovations of the model be normally distributed. It follows then that the density of ỹt
conditional on ℵt−1 is f (ỹt|ℵt−1,Θ) = N

³
ΓZ ĥt|t−1,ΓZΣt|t−1Γ

0
Z

´
. Therefore, the Maximum Likelihood

estimator of Θ is Θ̂ml = Max
{Θ}

L (Θ) where L (Θ) denotes the log likelihood function:

L (Θ) = −Tn
2
ln (2π)− 1

2

TX
t=1

ln
¯̄
ΓZΣt|t−1Γ

0
Z

¯̄
− 1
2

TX
t=1

³
ỹt − ΓZ ĥt

´0 ¡
ΓZΣt|t−1Γ

0
Z

¢−1 ³
ỹt − ΓZ ĥt

´
(55)

and n = 8 i.e. the number of observed variables in ỹt.

Now it is possible to evaluate the likelihood function for any given set of parameters. Therefore, a search
algorithm can be used to find the parameter values that maximizes it. In particular, the medium-scale
Quasi-Newton line search algorithm is employed.

To implement the procedure, the model’s structural parameters are transformed so that they can take
any value on the real line. To ensure the numerical search always satisfies the theoretical restrictions
imposed on the parameters, the likelihood function is re-parameterized. As suggested by Hamilton
(1994, Ch. 5), a vector λ for which Θ = g(λ), where the function g:Ra → Ra incorporates the desired
restrictions. Therefore, given the data and initial value for the transformed vector of parameters λ, it is
possible to set Θ = g(λ) and calculate L (Θ). Once the value of λ̂ that maximizes the likelihood function
is found, it is possible to obtain Θ̂ = g

³
λ̂
´

. For estimation purposes, the following transformations are
used. For parameter values λi, the original parameters are recovered as follows.45 For θi ∈ (0, 1) then
θi =

λ2i
1+λ2i

; For parameter values such that θi ≥ 0 then θi = |λi| and for θi > 1 then θi = 1 + |λi| .

To calculate the standard errors, rely on the fact that for a large sample size, the distribution of the
maximum likelihood estimate Θ̂ can be well approximated by Θ̂ ≈ N

¡
Θo, T

−1ϑ−1
¢

where Θo denotes
the true parameter vector and ϑ is the information matrix. The information matrix is estimated using the
second-derivative of the information matrix ϑ̂ = −T−1 ∂2L(Θ)

∂Θ∂Θ0

¯̄̄
Θ=Θ̂

. With these results it is possible to

approximate the variance-covariance matrix of Θ̂ by E
³
Θ̂−Θo

´³
Θ̂−Θo

´
∼=
h
− ∂2L(Θ)

∂Θ∂Θ0

¯̄̄
Θ=Θ̂

i−1
where

45 With some abuse of notation, in this appendix θi represents an element of Θ. Therefore, θ should not be confused with the
model’s mark-up parameter.
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the term inside the brackets is calculated numerically as D̂T =
¡
1
T

¢PT
t=1

∂2 log f(ỹt|ℵt−1,Θ)
∂Θ∂Θ0

¯̄̄
Θ=Θ̂

. See
Hamilton (1994, Ch. 14).

Standard errors for Θ̂ cannot be calculated directly using the re-parameterization discussed above. To
obtain them, the likelihood function is first parameterized in terms of λ to find the MLE, and then the MLE
is re-parameterized in terms of Θ to calculate the matrix of second derivatives evaluated at Θ̂. Finally,
to calculate the standard errors, it is necessary to evaluate numerically the matrix of second derivatives
of the log-likelihood function and then invert that full matrix. These two steps can introduce significant
approximation errors into the statistics, so it is important to interpret these statistics with caution.

B Data sources

Chile

• Output: Real GDP. Million of pesos of 1996. Source National Accounts.

• Consumption: Real private consumption. Million of pesos of 1996. Source: National Accounts.

• Interest rate: Reference monetary policy rate. Source: Banco de Chile.

• Nominal exchange rate: Pesos per dollar. RF Series. Source: International Financial Statistics.
International Monetary Fund.

• Prices: Consumer price index. Source: International Financial Statistics. International Monetary
Fund.

• Labor: Wage earners. Source: INE.

• Population: Working age population. Source: Ministerio del Trabajo.

Colombia

• Output: Real GDP. Million of pesos of 1994. Source: DANE National Accounts.

• Consumption: Real Household consumption. Million of pesos of 1994. Source: DANE National
Accounts.

• Interest rate: Interbank interest rate. Source: Banco de la República.

• Nominal exchange rate: Pesos per dollar. RF Series. Source: International Financial Statistics.
International Monetary Fund.

• Prices: Consumer price index. Source: DANE.

• Labor: Wage earners. Source: DANE.

• Population: Working Age Population. Source: DANE.

Mexico

• Output: Real GDP at constant prices of 1993. Billions of pesos. Source: INEGI
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• Consumption: Real private consumption at constant prices of 1993. Billions of pesos. Source
INEGI.

• Interest rate: Cetes 91 days. Period average. Source: Banco de Mexico.

• Nominal exchange rate: Pesos per dollar. RF Series. Source: International Financial Statistics.
International Monetary Fund.

• Prices: Consumer price index. Source: International Financial Statistics. International Monetary
Fund.

• Labor: Workers insured with the Mexican social security system. Period average. Source: INEGI.

• Population: Total population. Source: CONAPO.
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Figure 1: Chile 1989:1 to 2005:4. Main economic variables in logs and HP filtered.
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Figure 2: Colombia 1989:1 to 2005:4. Main economic variables in logs and HP filtered.
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Figure 3: Mexico 1989:1 to 2005:4. Main economic variables in logs and HP filtered.
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Table 1: Benchmark parameter values for estimation

Preferences Technology

-Discount factor

-Elasticity of labor supply

-Elasticity of substitution b/w different varieties

β = 0.99

ν = 2

θ = 6

-Capital share

-Elasticity of labor demand

α = 0.4

σ = 2

Table 2: Maximum likelihood estimates: main parameter values

Chile Colombia Mexico

Estimate Std Error Estimate Std. Error Estimate Std. Error

Transmission channels of devaluations

- Balance sheet, µ 0.31 0.0019 0.23 0.0021 0.14 0.0030

- Expenditure switching, γ 0.62 0.0012 0.68 0.0046 0.63 0.0034

Interest rate response to:

- Lagged interest rate, ωi 0.03 0.0014 0.53 0.0024 0.55 0.0029

- Expected inflation, ωp 1.93 0.0013 1.98 0.0012 2.50 0.0024

- Output, ωy 0.04 0.0011 0.16 0.0033 1.14 0.0049

- Nominal exchange rate, ωs 0.66 0.0007 0.92 0.0028 0.58 0.0029

Nominal rigidities

- Price rigidities, ψp 7.13 0.0050 6.38 0.0024 4.60 0.0024

- Wage rigidities, ψw 0.86 0.0010 1.53 0.0030 0.24 0.0043
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Table 3: Maximum likelihood estimates: shocks’ persistence and standard deviation estimates

Chile Colombia Mexico

Estimate Std Error Estimate Std. Error Estimate Std. Error

Persistence parameters

- Technology, ζA 0.68 0.0006 0.86 0.0030 0.96 0.0043

- Mark-up, ζθ 0.96 0.0018 0.93 0.0049 0.97 0.0043

- Preferences, ζa 0.98 0.0011 0.92 0.0050 0.90 0.0024

- Devaluationary policy, ζχ 0.86 0.0015 0.93 0.0014 0.87 0.0028

- International interest rate, ζβ 0.79 0.0015 0.78 0.0021 0.90 0.0014

- Exports, ζx 0.98 0.0013 0.78 0.0023 0.87 0.0034

- Inflation target, ζκ 0.74 0.0009 0.85 0.0032 0.50 0.0042

- Output Target, ζϑ 0.87 0.0011 0.86 0.0031 0.77 0.0046

Standard deviations

- Technology, σA 0.01 0.0013 0.06 0.0052 0.10 0.0046

- Mark-up, σθ 0.01 0.0019 0.02 0.0023 0.02 0.0032

- Preferences, σa 0.23 0.0021 0.08 0.0021 0.02 0.0035

- Devaluationary policy, σχ 0.11 0.0016 0.13 0.0021 0.10 0.0023

- International interest rate, σρ 0.03 0.0014 0.02 0.0026 0.13 0.0032

- Exports, σx 0.23 0.0015 0.35 0.0020 0.21 0.0028

- Inflation target, σκ 0.15 0.0008 0.21 0.0023 0.11 0.0049

- Output Target, σϑ 0.16 0.0016 0.12 0.0018 0.10 0.0015
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Table 4: Chile: Forecast-error variance decomposition

Technology Mark-up Preference Devaluation Intl. Interest Export Inflation target Output target

Q coef. s.e. coef. s.e coef. s.e coef. s.e. coef. s.e. coef. s.e coef. s.e coef. s.e

Inflation

1 0.03 0.003 5.78 0.804 19.50 0.809 18.90 0.328 0.03 0.001 20.20 0.481 35.55 0.464 0.02 0.000

4 0.08 0.008 10.97 1.562 36.47 1.688 14.41 0.353 0.04 0.001 16.17 0.579 21.86 0.349 0.01 0.000

8 0.04 0.004 16.08 2.321 53.49 2.552 6.66 0.250 0.61 0.015 15.05 0.690 8.06 0.209 0.01 0.000

20 0.00 0.001 18.32 2.628 66.05 2.837 0.99 0.044 0.77 0.023 12.86 0.628 1.00 0.031 0.00 0.00

Output

1 1.01 0.082 5.62 0.796 19.50 0.845 19.05 0.325 0.23 0.002 17.40 0.276 37.17 0.497 0.02 0.000

4 1.16 0.114 10.47 1.562 37.73 1.623 9.09 0.234 0.62 0.011 24.91 0.524 16.02 0.129 0.01 0.000

8 0.65 0.070 12.42 1.908 47.41 1.840 3.85 0.120 0.47 0.008 28.12 0.704 7.07 0.080 0.00 0.000

20 0.29 0.031 11.59 1.809 50.84 1.468 1.69 0.051 0.22 0.003 32.27 0.780 3.11 0.050 0.00 0.000

Labor

1 0.11 0.011 11.20 1.648 40.25 1.872 16.79 0.430 0.01 0.001 0.43 0.073 31.20 0.425 0.01 0.001

4 0.15 0.016 14.73 2.183 51.46 2.397 12.73 0.448 0.03 0.001 1.96 0.172 18.94 0.429 0.01 0.000

8 0.06 0.007 18.00 2.652 61.93 2.875 6.29 0.271 0.56 0.016 5.66 0.383 7.49 0.224 0.01 0.000

20 0.01 0.001 18.93 2.726 69.41 2.933 1.00 0.046 0.74 0.023 8.93 0.508 0.99 0.032 0.00 0.000

Real Interest rate

1 1.35 0.106 5.66 0.806 20.87 0.773 3.82 0.074 0.00 0.000 60.93 1.063 7.37 0.136 0.00 0.000

4 0.61 0.053 9.05 1.278 30.90 1.369 12.11 0.267 0.09 0.002 28.17 0.751 19.05 0.304 0.01 0.000

8 0.16 0.016 14.31 2.053 47.72 2.243 7.18 0.243 0.47 0.010 21.19 0.805 8.96 0.205 0.01 0.000

20 0.01 0.002 17.85 2.559 64.10 2.757 1.08 0.047 0.77 0.023 15.10 0.687 1.09 0.033 0.00 0.000
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Table 5: Chile: Forecast-error variance decomposition (continued)

Technology Mark-up Preference Devaluation Intl. Interest Export Inflation target Output target

Q coef. s.e. coef. s.e coef. s.e coef. s.e. coef. s.e. coef. s.e coef. s.e coef. s.e

Consumption

1 1.39 0.092 0.01 0.002 0.61 0.045 35.98 0.697 2.64 0.085 7.03 0.171 52.31 0.780 0.03 0.001

4 1.55 0.111 0.20 0.040 4.35 0.193 34.38 0.369 5.79 0.146 0.14 0.248 47.58 0.766 0.03 0.001

8 1.24 0.105 0.18 0.037 7.29 0.294 27.22 0.528 19.59 0.476 6.77 0.347 37.68 0.685 0.02 0.000

20 0.89 0.079 0.49 0.094 15.45 0.521 22.00 0.359 18.15 0.467 13.81 0.645 29.19 0.614 0.02 0.000

Nominal exchange rate change

1 0.02 0.001 5.90 0.833 20.41 0.870 25.49 0.453 0.03 0.001 0.21 0.027 47.92 0.489 0.02 0.000

4 0.06 0.006 11.31 1.644 38.52 1.739 19.66 0.533 0.18 0.002 0.35 0.038 29.90 0.437 0.02 0.001

8 0.03 0.004 17.21 2.527 58.47 2.702 9.29 0.381 0.81 0.021 3.04 0.244 11.14 0.312 0.01 0.000

20 0.00 0.001 19.11 2.751 69.98 2.952 1.39 0.063 0.78 0.025 7.33 0.451 1.40 0.045 0.00 0.000

Nominal interest rate

1 1.24 0.063 0.19 0.034 1.41 0.058 22.31 0.590 6.81 0.191 5.59 0.125 62.45 0.728 0.02 0.001

4 0.96 0.051 0.21 0.042 2.50 0.092 30.98 0.663 3.38 0.077 4.55 0.158 57.39 0.775 0.03 0.001

8 0.54 0.031 0.17 0.026 1.84 0.076 40.82 0.647 4.59 0.087 4.02 0.154 47.98 0.741 0.04 0.001

20 0.41 0.023 0.66 0.076 1.43 0.059 45.90 0.460 4.73 0.107 6.55 0.179 40.27 0.691 0.04 0.001

Nominal exchange rate level

1 0.00 0.000 0.01 0.002 0.02 0.001 32.46 0.789 0.54 0.018 0.16 0.006 66.78 0.788 0.03 0.001

4 0.02 0.002 0.02 0.003 0.13 0.006 37.12 0.795 0.67 0.020 0.40 0.010 61.61 0.799 0.03 0.001

8 0.02 0.002 0.08 0.012 0.51 0.019 42.42 0.763 0.81 0.024 1.00 0.028 55.12 0.783 0.04 0.001

20 0.02 0.002 0.16 0.025 1.26 0.039 44.44 0.696 0.82 0.024 2.54 0.081 50.71 0.754 0.04 0.001
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Table 6: Colombia: Forecast-error variance decomposition

Technology Mark-up Preference Devaluation Intl. Interest Export Inflation target Output target

Q coef. s.e. coef. s.e coef. s.e coef. s.e. coef. s.e. coef. s.e coef. s.e coef. s.e

Inflation

1 0.83 0.134 3.23 0.641 3.55 0.228 15.01 1.037 0.02 0.003 76.35 1.036 1.02 0.098 0.00 0.00

4 2.11 0.310 9.19 1.784 9.27 0.596 17.39 1.157 0.02 0.004 60.98 1.103 1.04 0.115 0.00 0.00

8 2.04 0.247 20.03 3.686 18.18 1.613 15.39 1.272 0.62 0.104 42.94 0.895 0.80 0.106 0.00 0.00

20 0.64 0.042 39.66 6.881 31.61 4.736 6.92 0.844 1.88 0.311 19.00 1.030 0.29 0.050 0.00 0.00

Output

1 27.07 3.120 5.58 0.932 6.57 0.554 29.38 2.327 0.04 0.008 29.37 1.509 1.99 0.264 0.00 0.000

4 38.84 3.117 9.14 1.195 10.79 1.266 13.36 1.497 0.14 0.027 26.91 2.233 0.82 0.131 0.00 0.000

8 41.58 2.682 12.77 1.728 14.67 2.071 7.81 0.989 0.14 0.028 22.57 2.166 0.45 0.077 0.00 0.000

20 39.93 2.316 16.56 2.865 18.10 3.064 6.14 0.823 0.12 0.024 18.80 1.893 0.35 0.061 0.00 0.000

Labor

1 8.55 1.046 13.84 2.517 17.18 1.165 34.64 2.893 0.01 0.002 23.52 1.430 2.26 0.274 0.00 0.001

4 8.13 0.927 16.98 3.015 18.69 1.518 25.51 2.219 0.02 0.003 29.20 1.210 1.47 0.192 0.00 0.000

8 4.75 0.469 24.35 4.296 23.20 2.328 18.26 1.730 0.61 0.104 27.92 0.882 0.91 0.131 0.00 0.000

20 1.18 0.045 40.59 7.037 32.86 5.050 7.60 0.951 1.80 0.303 15.66 0.823 0.31 0.053 0.00 0.000

Real Interest rate

1 15.75 2.130 1.64 0.273 2.11 0.165 2.45 0.191 0.00 0.001 77.89 2.232 0.16 0.018 0.00 0.000

4 15.32 1.980 5.31 0.902 5.58 0.436 11.30 0.825 0.02 0.003 61.78 2.005 0.68 0.082 0.00 0.000

8 9.43 1.085 15.22 2.673 13.88 1.292 14.28 1.167 0.43 0.078 46.02 1.568 0.75 0.100 0.00 0.000

20 2.31 0.134 37.63 6.522 30.00 4.451 7.36 0.882 1.82 0.302 20.57 1.113 0.31 0.052 0.00 0.000
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Table 7: Colombia: Forecast-error variance decomposition (continued)

Technology Mark-up Preference Devaluation Intl. Interest Export Inflation target Output target

Q coef. s.e. coef. s.e coef. s.e coef. s.e. coef. s.e. coef. s.e coef. s.e coef. s.e

Consumption

1 48.64 4.907 0.51 0.115 2.52 0.198 33.04 3.797 0.15 0.040 13.12 0.972 2.02 0.311 0.00 0.001

4 48.85 4.677 0.85 0.282 5.40 0.555 21.75 2.657 5.97 1.204 15.76 1.404 1.42 0.220 0.00 0.000

8 37.00 4.374 0.58 0.230 6.45 0.656 14.08 1.598 16.07 2.747 24.92 1.745 0.90 0.124 0.00 0.000

20 26.85 3.777 0.60 0.228 7.67 0.843 21.04 1.853 15.78 2.531 27.17 1.260 0.89 0.113 0.00 0.000

Change in nominal exchange rate

1 1.12 0.162 9.62 2.096 11.17 0.426 66.65 2.440 0.08 0.013 6.85 0.739 4.51 0.464 0.01 0.001

4 2.06 0.260 16.53 3.298 17.40 1.080 44.82 2.776 0.23 0.041 16.28 0.893 2.67 0.318 0.01 0.001

8 1.68 0.174 25.32 4.695 23.60 2.183 26.50 2.275 0.96 0.159 20.61 0.778 1.33 0.185 0.00 0.000

20 0.52 0.028 40.90 7.183 32.89 5.011 9.62 1.195 1.90 0.315 13.79 0.688 0.38 0.066 0.00 0.000

Nominal interest rate

1 9.51 1.552 0.16 0.047 0.02 0.011 62.59 1.925 3.50 0.621 19.26 0.856 4.94 0.444 0.01 0.001

4 9.89 1.628 0.21 0.046 0.02 0.001 66.11 1.866 1.48 0.276 18.01 0.768 4.27 0.405 0.01 0.001

8 6.03 1.068 0.61 0.126 0.03 0.004 74.09 1.599 1.43 0.261 14.30 0.719 3.51 0.342 0.01 0.001

20 3.55 0.670 1.27 0.317 0.14 0.013 81.56 1.454 1.24 0.225 9.64 0.607 2.60 0.270 0.01 0.000

Nominal exchange rate level

1 0.02 0.005 0.11 0.039 0.17 0.018 87.03 1.094 2.12 0.350 4.09 0.311 6.45 0.540 0.01 0.002

4 0.01 0.003 0.15 0.053 0.22 0.023 88.30 1.045 2.10 0.361 3.47 0.270 5.73 0.494 0.01 0.001

8 0.01 0.002 0.18 0.066 0.25 0.027 90.72 0.863 1.56 0.270 2.54 0.212 4.73 0.429 0.01 0.001

20 0.00 0.001 0.20 0.082 0.27 0.029 92.94 0.706 1.11 0.197 1.81 0.168 3.65 0.357 0.01 0.001
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Table 8: Mexico: Forecast-error variance decomposition

Technology Mark-up Preference Devaluation Intl. Interest Export Inflation target Output target

Q coef. s.e. coef. s.e coef. s.e coef. s.e. coef. s.e. coef. s.e coef. s.e coef. s.e

Inflation

1 1.35 0.206 0.29 0.115 0.03 0.008 6.63 0.269 1.01 0.185 55.02 1.369 30.51 0.992 5.17 0.269

4 2.15 0.587 11.57 1.310 0.25 0.139 8.94 0.250 0.84 0.168 44.03 1.620 26.09 1.449 6.14 0.214

8 5.30 1.009 33.63 1.623 0.62 0.306 5.31 0.231 24.16 1.040 17.90 0.956 9.95 0.643 3.13 0.155

20 1.23 0.257 32.31 2.082 0.37 0.181 0.80 0.039 60.97 1.779 2.67 0.187 1.22 0.042 0.42 0.031

Output

1 38.73 2.737 14.61 1.321 0.42 0.194 3.81 0.209 0.76 0.177 23.40 0.779 15.46 1.652 2.81 0.135

4 56.96 2.764 13.97 1.375 0.37 0.161 1.17 0.070 10.93 1.109 11.66 0.437 4.12 0.505 0.82 0.043

8 63.26 2.630 13.43 1.536 0.28 0.125 0.46 0.026 14.12 1.223 6.41 0.186 1.71 0.210 0.33 0.018

20 69.25 2.739 13.75 2.215 0.19 0.089 0.24 0.012 11.86 0.771 3.67 0.148 0.87 0.092 0.17 0.008

Labor

1 8.86 1.790 11.92 1.223 0.30 0.175 12.27 0.682 8.33 1.217 4.13 0.692 45.34 3.406 8.85 0.166

4 15.77 2.400 28.90 1.571 0.65 0.327 10.61 0.574 2.54 0.168 6.65 0.644 27.88 2.432 7.00 0.198

8 11.60 1.756 39.27 1.823 0.71 0.344 4.99 0.252 26.54 1.129 5.11 0.326 8.91 0.638 2.87 0.151

20 2.12 0.372 33.37 2.144 0.37 0.183 0.79 0.039 60.13 1.814 1.64 0.120 1.18 0.040 0.40 0.030

Real Interest rate

1 22.57 3.740 2.81 0.520 0.11 0.036 1.72 0.036 0.05 0.304 64.07 3.117 7.35 0.640 1.31 0.056

4 38.82 3.418 3.04 0.317 0.07 0.035 4.51 0.225 3.82 0.351 33.94 2.324 12.77 1.398 3.04 0.140

8 34.78 2.691 20.07 1.510 0.37 0.175 4.55 0.244 11.85 0.782 17.30 1.023 8.42 0.863 2.66 0.109

20 5.95 0.724 30.10 2.066 0.35 0.170 0.87 0.043 58.08 1.579 2.94 0.183 1.28 0.058 0.44 0.030
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Table 9: Mexico: Forecast-error variance decomposition (continued)

Technology Mark-up Preference Devaluation Intl. Interest Export Inflation target Output target

Q coef. s.e. coef. s.e coef. s.e coef. s.e. coef. s.e. coef. s.e coef. s.e coef. s.e

Consumption

1 28.33 2.383 6.74 0.887 0.28 0.131 1.97 0.287 45.90 1.168 7.36 0.424 7.84 1.274 1.57 0.170

4 13.87 1.766 2.84 0.520 0.12 0.059 0.70 0.072 77.08 1.221 1.52 0.141 3.26 0.337 0.61 0.033

8 4.71 0.733 1.12 0.352 0.05 0.024 0.18 0.016 92.56 0.449 0.36 0.045 0.86 0.068 0.16 0.006

20 2.18 0.337 0.86 0.519 0.03 0.014 0.13 0.009 96.16 0.312 0.17 0.020 0.40 0.034 0.08 0.003

Change in nominal exchange rate

1 6.14 0.986 12.64 0.806 0.34 0.182 12.17 0.580 15.01 0.598 0.01 0.037 44.97 2.443 8.72 0.240

4 13.88 1.841 27.89 1.723 0.65 0.321 12.28 0.598 4.75 0.201 1.59 0.097 31.03 2.225 7.95 0.262

8 14.01 1.784 41.95 2.020 0.77 0.364 6.85 0.359 18.34 0.862 3.13 0.176 11.18 0.832 3.78 0.195

20 2.80 0.426 35.23 2.206 0.39 0.192 1.02 0.053 57.22 1.803 1.47 0.110 1.37 0.054 0.49 0.037

Nominal interest rate

1 0.82 0.034 2.06 0.232 0.06 0.031 13.03 0.434 15.30 0.716 5.00 0.259 54.13 0.562 9.60 0.519

4 0.73 0.027 2.15 0.299 0.06 0.031 16.48 0.518 22.16 0.817 4.81 0.301 43.08 1.332 10.53 0.586

8 2.28 0.255 1.08 0.244 0.03 0.015 13.45 0.385 53.13 1.190 2.97 0.244 20.38 0.899 6.68 0.339

20 7.00 0.593 0.53 0.112 0.01 0.007 8.23 0.350 70.05 0.993 1.52 0.139 9.36 0.575 3.30 0.131

Nominal exchange rate level

1 4.48 0.745 0.14 0.020 0.01 0.005 15.82 0.505 1.79 0.190 0.01 0.001 65.95 1.576 11.81 0.639

4 13.35 1.885 0.70 0.090 0.03 0.016 19.03 0.659 1.32 0.046 0.05 0.005 52.89 2.328 12.63 0.512

8 31.25 2.987 1.90 0.264 0.06 0.029 20.20 0.670 1.03 0.058 0.11 0.012 34.62 2.671 10.83 0.293

20 51.02 2.799 3.17 0.674 0.06 0.029 15.97 0.741 0.68 0.044 0.10 0.010 21.78 2.60 7.23 0.208
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Table 10: Chile: impulse response to a devaluationary policy shock
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Table 11: Colombia: impulse response to a devaluationary policy shock
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Table 12: Mexico: impulse response to a devaluationary policy shock
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Table 13: Latin America: impulse response to an adverse external shock

International interest rate

Chile Colombia Mexico
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Table 14: Latin America: impulse response to joint devaluationary and adverse external shock

International interest rate and devaluationary policy shock

Chile Colombia Mexico
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Table 15: Maximum likelihood estimates with measurement erros: main parameter values

Chile Colombia Mexico

Estimate Std Error Estimate Std. Error Estimate Std. Error

Transmission channels of devaluations

- Balance sheet, µ 0.24 0.003 0.30 0.0151 0.18 0.002

- Expenditure switching, γ 0.59 0.018 0.68 0.013 0.63 0.002

Interest rate response to:

- Lagged interest rate, ωi 0.49 0.036 0.71 0.034 0.74 0.006

- Expected inflation, ωp 1.60 0.012 2.15 0.084 1.50 0.070

- Output, ωy 0.70 0.201 0.53 0.410 1.14 0.036

- Nominal exchange rate, ωs 0.71 0.001 0.89 0.005 0.67 0.007

Nominal rigidities

- Price rigidities, ψp 5.10 0.53 6.37 1.212 4.78 0.125

- Wage rigidities, ψw 1.60 0.012 1.74 0.436 1.14 0.036
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Table 16: Maximum likelihood estimates with measurement errors: structural shocks’ persistence
and standard deviation estimates

Chile Colombia Mexico

Estimate Std Error Estimate Std. Error Estimate Std. Error

Persistence parameters

- Technology, ζA 0.84 0.049 0.85 0.052 0.93 0.004

- Mark-up, ζθ 0.75 0.064 0.92 0.005 0.98 0.004

- Preferences, ζa 0.29 0.161 0.91 0.008 0.88 0.174

- Devaluationary policy, ζχ 0.83 0.075 0.93 0.042 0.85 0.027

- International interest rate, ζβ 0.72 0.057 0.77 0.077 0.90 0.008

- Exports, ζx 0.91 0.057 0.77 0.023 0.85 0.042

- Inflation target, ζκ 0.70 0.084 0.94 0.019 0.49 0.004

- Output Target, ζϑ 0.30 0.499 0.66 0.313 0.76 0.098

Standard deviations

- Technology, σA 0.10 0.001 0.06 0.004 0.25 0.006

- Mark-up, σθ 0.06 0.002 0.01 0.010 0.05 0.011

- Preferences, σa 0.04 0.002 0.08 0.009 0.05 0.171

- Devaluationary policy, σχ 0.29 0.011 0.06 0.019 0.16 0.006

- International interest rate, σρ 0.07 0.001 0.01 0.002 0.15 0.003

- Exports, σx 0.02 0.009 0.32 0.034 1.19 0.263

- Inflation target, σκ 0.03 0.013 0.20 0.014 0.09 0.007

- Output Target, σϑ 0.01 0.002 0.20 0.095 0.10 0.010
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Table 17: Maximum likelihood estimates with measurement errors: Standard deviation of meas-
urement error shocks

Chile Colombia Mexico

Estimate Std Error Estimate Std. Error Estimate Std. Error

v2π 0.17 0.001 0.23 0.032 0.23 0.009

vπy -0.58 0.000 0.36 0.032 -0.31 0.007

v2y 0.22 0.002 0.47 0.241 0.26 0.002

vπl -0.38 0.012 -0.36 0.048 0.34 0.030

vyl -0.41 0.005 -0.53 0.035 0.59 0.017

v2l 0.37 0.001 0.48 0.059 0.37 0.027

vπr 0.34 0.141 -0.26 0.057 0.73 0.031

vyr -0.45 0.073 -0.12 0.020 0.16 0.037

vlr -0.34 0.039 -0.08 0.048 0.26 0.058

v2r 0.38 0.098 0.14 0.534 0.38 0.031

vπc -0.82 1.353 0.75 0.062 0.86 0.073

vyc -0.33 0.767 0.35 0.113 -0.35 0.089

vlc -0.74 0.102 -0.62 0.039 0.14 0.059

vrc -0.62 0.115 0.54 0.093 -0.38 0.007

v2c 0.89 0.964 1.86 1.701 0.38 0.091

52



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice




