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Abstract

One of the most important structural relationships for policy makers is the Phillips curve;

thus, this topic is the focus of ongoing theoretical and empirical research. We estimate the

degree of information stickiness implied by the sticky information Phillips curve proposed by

Mankiw and Reis (2002). Using threshold models we identify regimes of high and low infla-

tion and find that each regime is associated with a specific degree of information stickiness.

We find evidence that agents update information faster when inflation is higher.
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Resumen

La curva de Phillips es una de las relaciones estructurales más importantes para las autori-

dades de poĺıtica. Es por ello que mucha de la investigación teórica y emṕırica se centra en

descubrir sus principales caracteŕısticas. En este documento se estima el grado de rigidez

de información que se deriva de la curva de Phillips de Mankiw y Reis (2002). El uso de

modelos con umbrales nos permite identificar reǵımenes de alta y baja inflación. Nuestros

resultados indican que cada régimen está asociado con un grado de rigidez diferente. Se en-

cuentra evidencia de que los agentes económicos actualizan información más rápido cuando

la inflación es más alta.
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1 Introduction

The international policy environment is the subject of continuing research because policy makers

require a better description of the underlying determinants of structural relationships than

is currently available. This improved description provides better tools for evaluating policy

actions and their effects. Therefore, significant time and effort have been recently devoted to

reconsidering the explanations contained in the previous literature or to validating previous

findings. In this regard, most central banks rely on forecasts of future inflation using a Phillips

curve to set their instruments; this is the case, for example, with the Federal Reserve, the Bank

of England, and the Bank of Canada.

The central role of the Phillips curve framework has led to research focused on alternative

approaches to validating its key parameters. While estimations of the New Keynesian Phillips

curve (NKPC) are centered on the frequency with which firms change prices, estimations of the

sticky information Phillips curve (SIPC) are focused on the level of firms’ inattentiveness.

A relatively new literature has focused on the sticky information argument proposed by

Mankiw and Reis (2002) as a way to solve the problems identified with the NKPC by replacing

the sticky price assumption. Mankiw and Reis’s modeling strategy is based on the argument

that information about macroeconomic conditions diffuses slowly through the population. Thus,

prices are always changing, but price-setting decisions are not always based on current infor-

mation. Mankiw and Reis call this situation “sticky information.” They assume that, each

period, a fraction of firms update their information and compute optimal prices based on that

information, while the remaining firms continue to set prices based on old plans and outdated

information.

In the context of the Phillips curve, the sticky information model implies that the price level

depends on expectations of the current price level formed in the past, as some price setters are

still setting prices based on past decisions (because of the cost of either acquiring information

or reoptimization).

Even though the recent literature has emphasized the need to model both price stickiness

and sticky information, estimating the degree of information rigidity by itself may provide more

insight about this important structural parameter. For example, Korenok (2008) cannot for-

mally reject the SIPC; Klenow and Willis (2007) find that price changes in the U.S. CPI micro

data reflect information older than that predicted by a flexible information model; and Kiley

(2007) finds that the SIPC and the one-lag hybrid NKPC have similar performance. A more

stable monetary policy and the context of low inflation around the world are perhaps reasonable

arguments to estimate sticky information, keeping in mind its potential role as a complementary

form of rigidity to price stickiness.

The gradual diffusion of information across the population assumed by the sticky information

model has received some empirical support by using survey data. Carroll (2003) uses a two-agent

epidemiology expectation model of information transmission and estimates the rate of diffusion

of inflation forecasts from professional forecasters to households and finds the results in line
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with those of Mankiw and Reis (2002). Döpke et al. (2008b) and Carrera (2012) provide similar

estimates using Carroll’s approach. Döpke et al. (2008b) study the case of European countries,

while Carrera (2012) makes a positive case for the diffusion from professional forecasters to

firms’ general managers and argues that the rigidity of managers’ expectations is the key to the

SIPC. They all find that the data support the epidemiology expectation model.

This paper provides consistent SIPC estimates for the U.S. and for OECD countries, using

the time series approach of Khan and Zhu (2006). We find evidence that rejects the flexible

information hypothesis in favor of sticky information. This result is also consistent with that

found in Coibion and Gorodnichenko (2012), who use survey data analysis.

We use threshold models to identify high- and low- inflation regimes. By using Khan and

Zhu’s strategy, we estimate the SIPC for each identified regime. The slope of the SIPC changes

between regimes. As a matter of fact, the information updating process seems to be higher

when the inflation rate is higher. This evidence suggests that economic agents are more aware

of macroeconomic conditions when inflation is higher; that is, missing information during high-

inflation periods is costly. On the other hand, during low inflation regimes there are few incen-

tives for updating information; that is, stable macroeconomic conditions make the information

updating process about macroeconomic conditions slow. Our result is also consistent with that

of Mackowiak and Wiederholt (2009); that is, how rational inattention is related to the idea

that sticky information should differ based upon the level of inflation.

In line with the discussion of Lucas (1973), Ball, Mankiw, and Romer (1988), and Kiley

(2007) regarding the exogeneity of the degree of price stickiness, this paper supports a similar

discussion in the context of the degree of information stickiness. We find evidence that suggests

a positive relationship between the degree of information stickiness and the level of inflation.

Thus, this paper also contributes to the existing literature by providing further evidence of

state-contingent and time-dependent inflation processes in the context of the Phillips curve.

The rest of this paper is structured as follows: section 2 contains the baseline model of

Mankiw and Reis (2002). In section 3, we estimate the SIPC, following Khan and Zhu’s (2006)

strategy. In section 4, we present the results of threshold estimations for high- and low- inflation

regimes. Section 5 concludes.

2 Baseline Sticky Information Phillips Curve

Every firm sets its price every period, but firms gather information and re-compute optimal

prices slowly over time. In each period, a fraction λ of firms obtain new information about

macroeconomic conditions (such as inflation and output) and (1−λ) firms continue to set prices

based on old plans (outdated information). Firms with updated information compute a new

path of optimal prices.

Each firm has the same probability of being one of the firms updating its information set,

regardless of how long it has been since its last update. On average, the expected time for a

firm to update its prices is 1/λ.
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A firm’s optimal price that maximizes expected profits at any given point in time is p∗t =

pt + αyt, where pt is the overall price level and yt is the output gap (or aggregate demand-

related variable).1 The desired price depends on the overall price level and output gap, so a

firm’s desired relative price rises in booms and falls in recessions. Also notice that a small α

means that each firm gives more weight to the changes in prices set by other firms rather than

to the level of aggregate demand.

A firm that last updated its plans j periods ago sets its price as the expected value of the

optimal price j periods ago: xjt = Et−jp
∗
t .

The aggregate price level is the average of the prices of all firms in the economy, assuming

that the arrival of decision dates is a Poisson process given by: pt = λ
∑∞

j=0(1 − λ)jxjt .

The price level is then defined by pt = λ
∑∞

j=0(1 − λ)jEt−j(pt + αyt) so that the baseline

SIPC is defined as:

πt =
λα

1 − λ
yt + λ

∞∑
j=0

(1 − λ)jEt−1−j(πt + α∆yt), (1)

where ∆yt = yt − yt−1 defines the growth rate of output and πt = pt − pt−1 defines the growth

rate of prices (inflation).

In this set-up, inflation depends on output, past expectations of current inflation, and past

expectations of changes in current output growth.

3 Estimation Methodology

The usual procedure used to estimate a SIPC is nonlinear Ordinary Least Squares (OLS) (Khan

and Zhu, 2006; Döpke et al., 2008a; and Coibion, 2010). Khan and Zhu’s (2006) method uses

publicly available data for estimating expectations. Döpke et al. (2008a) and Coibion (2010) use

information from survey data and plug the responses into forecasts of inflation and economic

growth. The use of survey data limits the truncation value of the Phillips curve. Döpke et

al. (2008a) consider only two levels of truncation (at four and six periods). Coibion (2010)

additionally uses the forecasts from estimated VARs to expand the level of truncation to 12

periods.

In this section we follow Khan and Zhu’s strategy and estimate the SIPC by nonlinear OLS

for 1971-2007 using quarterly data for the U.S. We first estimate the SIPC considering the joint

estimation of information and real rigidities. Then, we estimate the information rigidity value

holding constant the real rigidity level; that is, we impose a level of real rigidity with a value that

is consistent with the literature. We show that real rigidities values around 0.1 are reasonable.

1For a similar relationship of optimal price setting in the context of rational inattention, see Reis (2006).
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3.1 Khan and Zhu’s Estimation Strategy

Khan and Zhu’s (2006) strategy consists of the truncation of Equation (1). The empirical

counterpart of the SIPC suggested by Khan and Zhu (2006) is:

πt =
λα

1 − λ
yt + λ

jmax∑
j=0

(1 − λ)jEt−1−j [πt + α∆yt] + ut, (2)

where ut = λ
∑∞

j=jmax+1(1 − λ)jEt−1−j [πt + α∆yt].

For a given λ, the approximation error, ut, gets theoretically smaller with an increase in the

truncation level (jmax). Khan and Zhu (2006) examine the sensitivity of their estimates to the

choice of the truncation point. Based on their methodology and the sample period, the longest

truncation level suggested is 20 quarters (i.e. jmax + 1 = 20).

To estimate equation (2), Khan and Zhu (2006) need a total of (jmax + 1) past expectations

(or forecasts) of current variables πt and ∆yt for each t. Each of these forecasts is based on past

information from periods t− 1, t− 2, · · · , t− 1 − jmax, respectively.

Khan and Zhu (2006) consider two methods for measuring the output gap: the Hodrick-

Prescott output gap and the quadratic detrended output gap. They also consider three mea-

surements of inflation: the consumer price index (CPI), core inflation, and the GDP deflator.

Khan and Zhu (2006) do not discuss the problems of single-equation methods in estimating

the Phillips curve. This type of estimation is subject to the endogeneity problem between the

output gap and inflation (single-equation bias). A second problem is the time period selected

for their estimation. Khan and Zhu’s study (2006) covers a period of relatively lower inflation

than the 1970s, and the data from the 1970s are used only to estimate past expectations. We

take into account those critiques: The sample period for the SIPC for the U.S. goes from 1971

to 2007, and we use the lag of the output gap as an instrument for the output gap.2

To obtain the forecasts required for inflation and the output gap, Khan and Zhu (2006) con-

sider two methods for generating out-of-sample forecasts: (i) univariate autoregressive models,

and (ii) bivariate VARs.3

Rather than using the forecasting power in the time series approach for estimating the expec-

tations of inflation and output, we use the log likelihood function of the time series specification.

We use the Schwarz information criterion for the optimal length of the ARIMA model. This

method contrasts with that of Khan and Zhu (2006), who choose the optimal number of lags

based on the smallest root-of-mean-squared forecasting errors in the ARIMA. A similar argument

applies to the VAR estimations.

Following Khan and Zhu (2006), we also eliminate the largest and the smallest forecast when

taking the average in order to reduce the sensitivity to large outliers and use the forecast of the

2Coibion (2010) proposes instrumental variables non-linear least squares as well as valid instruments.
3Khan and Zhu (2006) estimate bivariate VARs using six forecasting variables and then take a simple average

of the forecasts from each VAR. One advantage of this procedure is that it reduces the sensitivity of forecasts to
different time periods and potential changes in the informational content of the variables.
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output gap growth as the output gap forecast.4

Similar to Khan and Zhu (2006), we test the null hypothesis H0: λ = 1 (no information

stickiness) against the alternative, H1: λ < 1 (some information stickiness).

3.2 Joint Estimation of Information and Real Rigidities

Khan and Zhu (2006) estimate the degree of information stickiness (parameter λ), conditional on

an imposed degree of real rigidity (parameter α). In this section, we intend to provide a robust

link between nominal and real activities. The degree of information stickiness (parameter λ)

and the degree of real rigidity (parameter α) can be jointly estimated by using non-linear least

squares. In other words, we can minimize the following objective function for different values of

those parameters:

(λ̂, α̂) = argmax
(λ̂,α̂)

πt − λα

1 − λ
ŷt − λ

jmax∑
j=0

(1 − λ)jEt−1−j [πt − α∆yt]

2

, (3)

where ŷt are predicted values (uncorrelated with the error term) and yt is the output gap (the

lag of output gap yt−1 is used as instrument).

Figure 1(a) shows the objective function on the α parameter space for the core inflation and

the Hodrick-Prescott output gap and considers jmax = 19 quarters. The α that minimizes the

objective function is 0.01, which is consistent with 0.87 of information rigidity. In Table 1, we

report α values between 0.01 and 0.03 when other measures of inflation and the output gap are

used. Point estimates indicate that information rigidity ranges between 1.2 and 1.4 quarters.

Figure 1: Information and real rigidity
(a) Objective function for (b) Information rigidity

different real rigidity values versus real rigidity

The relationship between information and real rigidities seems to be monotonic. Figure 1(b)

clearly illustrates this point. As Coibion (2010) argues, a λ close to one minimizes both the real-

4For more details, see Stock and Watson (2001).
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time forecast error and the inertia effects. Coibion (2010) states that there is no information

rigidity at all. On the other hand, the data imply a small and positive link between inflation

and the output gap. From Equation (2), an estimator of λ close to one implies a small α. The

combined effect from these two parameters implies a small effect of output gap over inflation.

Table 1: Estimation of information and real rigidities

yQuadratic Detrended yHodrick−Prescott

jmax + 1 α̂ λ̂ α̂ λ̂

πCPI inflation 5 Quarters 0.02 0.75 0.01 0.86
(0.015) (0.110) (0.013) (0.121)

8 Quarters 0.02 0.75 0.01 0.86
(0.015) (0.111) (0.013) (0.121)

12 Quarters 0.02 0.75 0.01 0.86
(0.015) (0.111) (0.013) (0.121)

20 Quarters 0.02 0.75 0.01 0.86
(0.015) (0.011) (0.013) (0.121)

πCore inflation 5 Quarters 0.03 0.67 0.02 0.78
(0.018) (0.111) (0.011) (0.141)

8 Quarters 0.02 0.74 0.01 0.87
(0.016) (0.129) (0.015) (0.154)

12 Quarters 0.02 0.74 0.01 0.87
(0.016) (0.129) (0.015) (0.154)

20 Quarters 0.02 0.74 0.01 0.87
(0.016) (0.129) (0.015) (0.154)

πGDP deflator 5 Quarters 0.02 0.72 0.01 0.85
(0.011) (0.093) (0.010) (0.109)

8 Quarters 0.02 0.72 0.01 0.85
(0.011) (0.094) (0.010) (0.109)

12 Quarters 0.02 0.72 0.01 0.85
(0.011) (0.094) (0.010) (0.109)

20 Quarters 0.02 0.72 0.01 0.85
(0.011) (0.094) (0.010) (0.109)

Average 0.02 0.73 0.01 0.85
(0.014) (0.106) (0.012) (0.128)

In quarters 1.4 1.2

Note: The sample period is 1971Q1-2007Q4. Standard errors are in parentheses.

3.3 Information Rigidity with an Imposed Real Rigidity Value

We turn to the estimation of the degree of information stickiness subject to an imposed degree

of real rigidity (α). In regard to Reis (2006), α has two important implications. First, a small α

would lead to both long periods of inattentiveness and a small λ (in the context of the “inattentive

producer”). Moreover, a smaller α generates larger real effects of nominal shocks if λ is fixed.
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Reis (2006) points out that the smaller α is, the stronger are strategic complementarities in

pricing, implying that firms that are adjusting prices wish to set their individual prices close

to those set by non-adjusting firms. Through these two roles, a small α leads to a limited

adjustment of prices and thus large real effects of nominal shocks.

Most of the literature agree on a value around 0.1 for α. Taking into account both micro

and aggregate evidence, Woodford (2003) concludes that a value for α between 0.10 and 0.15 is

adequate. Reis (2006) cites Chari, Kehoe, and McGrattan (2000) and sets α = 0.17; Rotemberg

and Woodford (1997) set α = 0.13; and Ball and Romer (1990) set the parameter α = 0.13 as

reasonable values.5

Some other values used in the literature for estimating the SIPC for the U.S. are Khan and

Zhu (2006), α equal to 0.10; Reis (2006), α equal to 0.11; and Coibion (2010), α equal to 0.20.

Regarding cross-country analysis for four European countries, Döpke et al. (2008a) use both

values of α, 0.10 and 0.20, as a way to test for robustness.

In this section, we estimate λ subject to α equal to 0.10. Table 2 shows that λ is between

0.45 and 0.52, which implies a degree of information rigidity around two quarters (i.e., we reject

the null of flexible information in all cases). These results are consistent for different levels of

truncation (jmax) and measures of inflation and output gap.

3.4 Evidence from OECD Countries

We replicate the analysis for 12 OECD countries, imposing a degree of real rigidity and taking

into consideration the availability of data. We reject the null hypothesis of flexible information

in all cases. It seems fair to say that sticky information theory implies that countries with higher

inflation levels or higher inflation volatility experience lower levels of inattentiveness. A simple

cross-country analysis support this hypothesis.6

In Figure 2, we plot λ and average inflation for each country. This figure suggests that

in countries with higher inflation, it is expected that price setters update information more

frequently. In line with Reis (2006), it is more costly for firms in countries with lower inflation to

update information because updating requires acquiring, processing, and absorbing information

so that they remain inattentive. Reis (2006) suggests that it is easier to plan ahead in a context

of lower uncertainty, which reduces the incentives to update information on macroeconomic

conditions.

Even though it is possible to argue that high inflation should not be costly if inflation is

“chronic,”7 we also consider the volatility of inflation. The positive relationship between λ and

this measurement of uncertainty still holds (see Figure 3), which suggests an additional factor

that affects λ.

5See also Gali and Gertler (1999) for a discussion of α in the context of the NKPC.
6See the Appendix for details of the sample and data involved.
7If the inflation rate is high every year, agents expect a high inflation every year, therefore, their level of

inattentiveness remains the same every year as well.
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Table 2: Estimation of information rigidity (α = 0.1)

yQuadratic Detrended yHodrick−Prescott

jmax + 1 λ̂ λ̂

πCPI inflation 5 Quarters 0.48 0.54
(0.030) (0.040)

8 Quarters 0.47 0.54
(0.030) (0.040)

12 Quarters 0.47 0.54
(0.030) (0.040)

20 Quarters 0.47 0.54
(0.030) (0.040)

πCore inflation 5 Quarters 0.45 0.50
(0.032) (0.043)

8 Quarters 0.45 0.52
(0.034) (0.046)

12 Quarters 0.45 0.52
(0.034) (0.046)

20 Quarters 0.45 0.52
(0.034) (0.056)

πGDP deflator 5 Quarters 0.45 0.51
(0.023) (0.032)

8 Quarters 0.43 0.50
(0.024) (0.035)

12 Quarters 0.43 0.50
(0.024) (0.034)

20 Quarters 0.43 0.50
(0.024) (0.034)

Average 0.45 0.52
(0.029) (0.041)

In quarters 2.2 1.9

Note: The sample period is 1971Q1-2007Q4. Standard errors are in parentheses.
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Figure 2: Information rigidity and inflation for OECD countries
(a) CPI inflation and (b) CPI inflation and
detrended output gap Hodrick-Prescott output gap
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Note: The information rigidity estimate for each country is the average for different truncation levels.

Figure 3: Information rigidity and inflation volatility for OECD countries
(a) CPI inflation and (b) CPI inflation and
detrended output gap Hodrick-Prescott output gap
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Note: The information rigidity estimate for each country is the average for different truncation levels.
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4 Threshold Modeling Strategy

As suggested in the previous section, there is evidence that points to a change in the slope of

the SIPC. This change may have implications for the design of optimal monetary policy. Walsh

(2010) presents an exercise on the difference in the dynamics of inflation and the output gap

for different degrees of information stickiness for the U.S. in response to a monetary policy

shock. Following Mankiw and Reis (2002), Walsh (2010) shows that the maximum effect and

the persistence of the shock change when the slope of the SIPC is modified.

Figure 4 shows the U.S. CPI inflation, core inflation, and the GDP deflator inflation. All

the measures suggest that it is possible to contrast periods of high inflation (from the 1970s to

the early 1980s) with periods of low inflation (from the mid- 1980s to 2007), which suggests a

change in the regime (state) of the inflation patterns, as pointed out in Kiley (2007).

Figure 4: U.S. inflation
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In the remainder of this section we add more rigorous methodology and estimate both time

and inflation threshold models. We evaluate whether two regimes are present in the U.S. data

and whether this change in regime has any effect on the slope of the SIPC, as suggested in our

previous section.

4.1 Time and Inflation Threshold Models

Here we set the threshold models to be estimated. We first set a threshold model in which time

is the threshold variable:
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πt =

{
λ1α
1−λ1 yt + λ1

∑jmax

j=0 (1 − λ1)
jEt−1−j [πt + α∆yt] + ut if t ≥ τ

λ2α
1−λ2 yt + λ2

∑jmax

j=0 (1 − λ2)
jEt−1−j [πt + α∆yt] + ut if t < τ,

(4)

where λ1 and λ2 are information rigidity parameters for low- and high- inflation periods, respec-

tively, and τ is the threshold parameter.8

We considers two estimations of model (4) in which we (i) impose a τ = 1982Q4; that is,

we split the sample in two: from 1971 to 1982 (period of high inflation, with an average of 7.6

percent) and from 1983 to 2007 (period of low inflation, with an average of 3.1 percent),9 and

(ii) internally allow the threshold parameter τ in the model to be estimated.

We propose a second model in which high inflation is determined for inflation rates higher

than a threshold value. A natural candidate for the threshold variable is the current level of

inflation, but by construction this variable is endogenous to the model. A basic assumption in

threshold models is that the threshold variable has to be exogenous, then we consider the lag of

inflation as a threshold variable. We set the following model

πt =

{
λ1α
1−λ1 yt + λ1

∑jmax

j=0 (1 − λ1)
jEt−1−j [πt + α∆yt] + ut if πt−1 ≤ γ

λ2α
1−λ2 yt + λ2

∑jmax

j=0 (1 − λ2)
jEt−1−j [πt + α∆yt] + ut if πt−1 > γ,

(5)

where λ1 and λ2 are information rigidity parameters when the inflation is low and high, respec-

tively, and γ is the threshold parameter.10

4.2 Results

Table 3 presents the regressions for Equation (4) in which a cutting point between high and low

inflation is imposed in 1982Q4. We reject the null of flexible information in all cases. For the

period 1971-1982, the degree of information stickiness (λ̂2) is 0.52 and 0.54 using a quadratic

detrended and the Hodrick-Prescott output gap, respectively. This result suggests that price

setters update information more frequently (two quarters on average) when inflation is higher.

In contrast, the degree of information stickiness (λ̂1) is around 0.34 in the second period, which

implies an average duration of information stickiness of three quarters when low inflation is

considered. These results seems to be robust to different measures of inflation and the output

gap.

We estimate Equation (4) with an internal estimate of the time change-point that defines

either high or low inflation. In Table 4, we report the estimated τ (τ̂) for the change from high

to low inflation and its asymptotic 90 percent confidence interval. The estimate of the threshold

level is around 1981, except for the case of the GDP deflator and the Hodrick-Prescott output

gap (the time threshold is 1975Q3). We infer two classes of regimes separated by the point

8Here, the date that separates the sample in low and high inflation is identified.
9We also notice that the variance of the inflation rates decreases and goes from 0.09 in the first period to 0.01

in the second period.
10For a theory of least squares estimation and inference on models similar to equations (4) and (5), see Chan

(1993) and Hansen (2000).
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Table 3: Information rigidity in high and low inflation (α = 0.1 and jmax+1 = 5 quarters)

yQuadratic Detrended yHodrick−Prescott

Low Inflation High Inflation Low Inflation High Inflation

πCPI inflation (t ≥ 1982Q4) (t < 1982Q4) (t ≥ 1982Q4) (t < 1982Q4)

λ̂1 λ̂2 λ̂1 λ̂2
0.37 0.58 0.36 0.56

(0.058) (0.032) (0.059) (0.042)
πCore inflation (t ≥ 1982Q4) (t < 1982Q4) (t ≥ 1982Q4) (t < 1982Q4)

λ̂1 λ̂2 λ̂1 λ̂2
0.30 0.49 0.27 0.53

(0.041) (0.033) (0.031) (0.042)
πGDP deflator (t ≥ 1982Q4) (t < 1982Q4) (t ≥ 1982Q4) (t < 1982Q4)

λ̂1 λ̂2 λ̂1 λ̂2
0.37 0.49 0.37 0.53

(0.044) (0.024) (0.051) (0.033)

Average 0.35 0.52 0.33 0.54
(0.048) (0.030) (0.048) (0.039)

In quarters 2.9 1.9 3.0 1.9

Note: The sample period is 1971Q1-2007Q4. Standard errors are in parentheses.

estimate: (i) “high inflation” for periods before τ̂ , and (ii) “low inflation” for further values.

The asymptotic confidence intervals for the time threshold values are small, which suggest a

lower level of uncertainty about the division of the data.

Table 4: 90% Asymptotic confidence interval of time threshold estimate

yQuadratic Detrended yHodrick−Prescott

Threshold Confidence Threshold Confidence
estimate (τ̂) interval estimate (τ̂) interval

πCPI inflation 1981Q4 [1979Q4;1983Q2] 1980Q3 [1974Q2;1983Q3]
πCore inflation 1981Q4 [1973Q3;1986Q1] 1981Q4 [1980Q3;1984Q3]
πGDP deflator 1981Q2 [1975Q1;1983Q2] 1975Q3 [1975Q1;1981Q2]

Note: Asymptotic critical values are reported in Hansen (2000).

The concentrated likelihood ratio function LR(τ) for most cases are similar which is suggested

from Table 4. We plot the CPI inflation and the detrended output gap case and find that

LR(τ) = 0 occurs at τ̂ = 1981Q4 (see Figure 5a). For the GDP deflator and the Hodrick

Prescott case, the likelihood ratio points to 1975Q3; however, a second threshold appears also

in 1981Q2, a date that is consistent with all the remaining cases (see Figure 5b).11

In Table 5, we show those degrees of information stickiness (λ1 and λ2) for the implied high-

11The confidence level are the values of τ for which LR(τ) is smaller than the critical value. The threshold
value can be identified by plotting LR(τ) against τ and drawing a flat line at the critical value level.
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Figure 5: Likelihood ratio for threshold models with time as a threshold variable
(a) CPI inflation and (b) GDP deflator inflation and

quadratic detrended output gap Hodrick-Prescott output gap

and low- inflation periods. We reject the flexible information hypothesis in all cases. For high

inflation λ̂2 equals 0.52 and 0.60 using a quadratic detrended and Hodrick-Prescott output gap,

respectively. This result suggests that price setters update information about every two quarters

on average when inflation is higher. On the other hand, λ̂1 equals 0.33 and 0.35 in low inflation

periods. This result implies an average duration of information stickiness of three quarters. In

general, Tables 3 and 5 are consistent with the hypothesis that at higher levels of inflation,

agents update information faster.

Table 5: Information rigidity in high and low inflation (α = 0.1 and jmax+1 = 5 quarters)

yQuadratic Detrended yHodrick−Prescott

Low Inflation High Inflation Low Inflation High Inflation

πCPI inflation (t ≥ 1981Q4) (t < 1981Q4) (t ≥ 1980Q3) (t < 1980Q3)

λ̂1 λ̂2 λ̂1 λ̂2
0.33 0.54 0.34 0.59

(0.049) (0.033) (0.042) (0.042)
πCore inflation (t ≥ 1981Q4) (t < 1981Q4) (t ≥ 1981Q4) (t < 1981Q4)

λ̂1 λ̂2 λ̂1 λ̂2
0.29 0.51 0.27 0.55

(0.036) (0.034) (0.028) (0.043)
πGDP deflator (t ≥ 1981Q2) (t < 1981Q2) (t ≥ 1975Q3) (t < 1975Q3)

λ̂1 λ̂2 λ̂1 λ̂2
0.36 0.50 0.44 0.66

(0.039) (0.024) (0.035) (0.039)

Average 0.33 0.52 0.35 0.60
(0.042) (0.031) (0.035) (0.041)

In quarters 3.1 1.9 2.9 1.7

Note: The sample period is 1971Q1-2007Q4. Standard errors are in parentheses.

Finally, we estimate a threshold model for inflation as the threshold variable, i.e., Equation

(5). As mentioned before, most threshold estimates are alike. Here we show the estimate for
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the case of the CPI inflation and the quadratic detrended output gap: LR(γ) equals zero occurs

at γ̂ = 1.7 percent (see Figure 6a). We also present the threshold for the core inflation and the

Hodrick-Prescott output gap: 2.2 percent (see Figure 6b).

Figure 6: Likelihood ratio for threshold models with inflation as a threshold variable
(a) CPI inflation and (b) Core inflation and

quadratic detrended output gap Hodrick-Prescott output gap

Table 6 reports the point estimate for γ̂ and its asymptotic 90 percent confidence interval.

The data suggest that there is a change in regime when inflation is higher (or lower) than 1.7

percent. Using different measures of inflation and the output gap, the inflation threshold tend

to be at some point between 1.7 and 2.5 percent. We can identify two classes of regimes by the

point estimates: (i) “high inflation” for inflation rates higher than γ̂, and (ii) “low inflation” for

inflation rates lower than γ̂.

The asymptotic confidence interval for the threshold level of inflation is small when we con-

sider the detrended quadratic output gap for all measures of inflation, which suggest more

accurate results than those of the Hodrick-Prescott output gap.

Table 6: 90% Asymptotic confidence interval of inflation threshold estimate

yQuadratic Detrended yHodrick−Prescott

Threshold Confidence Threshold Confidence
estimate (γ̂) interval estimate (γ̂) interval

πCPI inflation 1.67% [0.88%;2.46%] 1.67% [-0.05%;2.85%]
πCore inflation 2.46% [2.46%;2.52%] 2.16% [0.98%;2.52%]
πGDP deflator 2.29% [1.58%;2.33%] 2.29% [0.29%;2.51%]

Note: Asymptotic critical values are reported in Hansen (2000).

Table 7 shows the estimation of the degree of information rigidity for inflation values higher

(or lower) than γ̂, under the specification of Equation (5). This generates two parameters: λ1

and λ2 under high- and low- inflation regimes, respectively. The point estimates suggest that

the degree of information rigidity parameter changes when inflation rates are either lower or

higher than the γ̂. Once more, this result is robust to different measures of inflation and the

output gap.

Once more, we reject the null of flexible information. Our estimations suggest that under
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a low-inflation regime, λ̂1 ranges from 0.39 to 0.42 (consistent with approximately 2.4 and 2.5

quarters of inattentiveness), while for high-inflation environments, λ̂2 ranges from 0.65 to 0.69

(approximately 1.4 and 1.5 quarters). This result supports our hypothesis that economic agents

update information faster in high-inflation environments, while in low-inflation environments,

those agents lack incentives to update information.

It is important to mention that the relatively small standard deviation of λ̂1 and λ̂2 guaranty

that λ̂1 is statistically different than λ̂2. In other words, the upper band of the confidence

interval for λ̂1 does not cross paths with the lower band of the confidence interval for λ̂2 at 95

percent of the confidence level.

Table 7: Information rigidity in high and low inflation (α = 0.1 and jmax+1 = 5 quarters)

yQuadratic Detrended yHodrick−Prescott

Low Inflation High Inflation Low Inflation High Inflation

πCPI inflation (πt−1 ≤ 1.7%) (πt−1 > 1.7%) (πt−1 ≤ 1.7%) (πt−1 > 1.7%)

λ̂1 λ̂2 λ̂1 λ̂2
0.37 0.57 0.39 0.61

(0.047) (0.034) (0.061) (0.042)
πCore inflation (πt−1 ≤ 2.5%) (πt−1 > 2.5%) (πt−1 ≤ 2.2%) (πt−1 > 2.2%)

λ̂1 λ̂2 λ̂1 λ̂2
0.39 0.80 0.38 0.68

(0.061) (0.026) (0.042) (0.053)
πGDP deflator (πt−1 ≤ 2.3%) (πt−1 > 2.3%) (πt−1 ≤ 2.3%) (πt−1 > 2.3%)

λ̂1 λ̂2 λ̂1 λ̂2
0.42 0.71 0.48 0.65

(0.023) (0.042) (0.035) (0.062)

Average 0.39 0.69 0.42 0.65
(0.046) (0.035) (0.047) (0.053)

In quarters 2.5 1.4 2.4 1.5

Note: The sample period is 1971Q1-2007Q4. Standard errors are in parentheses.

5 Conclusions

As emphasized by Lucas (1976), a model’s ability to fit past data, especially when it relies on

ad hoc assumptions about individuals’ or firms’ behavior, is not sufficient grounds for using it

to analyze future changes in policy. The recent work on imperfect information, which includes

sticky information, has focused on providing micro-foundations, leading to suggested reduced

forms.

We provide direct estimations of the degree of information rigidity following the sticky infor-

mation theory (λ parameter). Our results suggest different degrees of information rigidity across

countries and across different time periods. We argue that the estimated levels of information
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rigidity appear to be driven primarily by state-contingent conditions of low- and high-inflation

scenarios. In other words, in low-inflation environments, agents tend to be more inattentive to

macroeconomic conditions.

We obtain consistent estimates of the slope of the SIPC for 12 OECD countries, following the

strategy of Khan and Zhu (2006). Our results are in line with those of Döpke et al. (2008a), who

consider a small sample of countries and a different way of incorporating inflation and output

expectations, and with Coibion and Gorodnichenko (2012), who find information rigidity in a

cross-country analysis based on the data of professional forecasters. We are able to reject the

hypothesis of flexible information in favor of a degree of stickiness for all countries in the sample.

Furthermore, we find evidence that suggests that periods of high inflation are associated with a

faster information updating process, while periods of low inflation are associated with a slower

information updating process. These results hold for different measures of inflation and the

output gap.

The U.S. has differences in the duration of information stickiness between high- and low-

inflation periods. Our previous estimates of the degree of information stickiness for OECD

countries suggest that countries that have suffered relatively high average inflation or highly

volatile inflation would tend to have a higher degree of information stickiness. We split the

sample between periods with high and low inflation by estimating threshold models. We consider

two scenarios: (i) estime a date that breaks the sample between high and low inflation, and (ii)

estimate an inflation level that splits the sample between high and low inflation.

In all cases, we reject the hypothesis of flexible information. In all cases a higher degree of

information stickiness is associated with high-inflation scenarios. These results are robust to

different measurements of inflation and the output gap.

We are currently testing the exogeneity of λ in line with the discussion in Lucas (1973),

Ball, Mankiw and Romer (1988), and Kiley (2000) but in the context of the sticky information

framework.12 Other topics that remain for future research are the use of different measures of

marginal cost rather than the output gap and estimating the SIPC for developing countries.
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Appendix A. Data

Data Description

We collect quarterly data for all countries in the sample and use an eight-year data period for

iteratively forecasting inflation and the output gap in order to generate expectations of inflation

and output. The estimation of the SIPC for each country is based on a jmax equivalent to five

years.

The main criterion for choosing the countries in the sample is the availability of data on GDP

at constant prices. Data on inflation are relatively easy to find. However, data on GDP are

more difficult given the change in the base year. Since GDP is the key variable for estimating

the output gap, that limits the selection of countries in the sample. we build a database in line

with Khan and Zhu (2006) and Stock and Watson (2001).

Data Source

The main source of the data is the International Financial Statistics (IFS) database. Other

secondary sources are the OECD (for data on core inflation) and the Federal Reserve System

(for data on capacity utilization for the U.S.). We also consider the global financial data database

for long time series when they are not available in the IFS.
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Data Employed

For inflation forecasts, Khan and Zhu (2006) for the SIPC for the U.S. use the short-term interest

rate (federal funds rate, level), dividend yield (S&P 500 stock dividend yield, logarithm), term

spread (difference between the 10-year government bond rate and the short-term interest rate,

level), unemployment rate (level), capacity utilization (level), and the output gap (logarithm).

For output gap forecasts, the variables are the short-term interest rate (level), dividend yield

(logarithm), term spread (level), stock market price index (S&P stock price index, growth),

capacity utilization (level), and inflation (level).

We are able to use the same database for the U.S. and also to expand the range, in order to

estimate a longer sample period for the SIPC.

As suggested by Stock and Watson (2001), we use the nominal effective exchange rate deval-

uation (level) and the terms of trade (level) to account for any pass-through from import prices

to inflation and to capture possible effects from external shocks to the productive sector in the

context of open economies.

In Table A1, we present the data used for forecasting inflation and the output gap for different

countries.

Table A.1: Available information for forecasting

Short Spread Stock market Devaluation Terms of
interest rate term index exchange rate trade

Australia x x x x x
Austria x x x x x
Canada x x x x x
Finland x x x x
France x x x x x
Germany x x x x x
Korea x x x x x
Norway x x x x x
Spain x x x x x
Switzerland x x x x x
U.K. x x x x x
U.S.1/ x x x

1/ Information on unemployment and capacity utilization are available.
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